A class of dissipative complex Ginzburg–Landau (DCGL) equations that govern the wave propagation in dissipative nonlinear transmission lines is solved exactly by means of the Hirota bilinear method. Two-soliton solutions of the DCGL equations, from which the one-soliton solutions are deduced, are obtained in analytical form. The modified Hirota method imposes some restrictions on the coefficients equations, namely, the second-order dispersion must be real. The physical requirement of the solutions imposes complementary conditions on the combination of the dispersion and nonlinear gain/loss terms of the equation, as well as on the coefficient of the Kerr nonlinearity. The analytical solutions for one-solitary pulses are tested in direct simulations.
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I. INTRODUCTION

Since the 1970s, various investigators have discovered the existence of solitons in nonlinear transmission lines (NLTls), through both mathematical models and physical experiments (see for example Refs. [1–5]). Scott’s classical monograph [6] was among the first to treat the physics of transmission lines. Scott showed that the Korteweg-deVries (KdV) equation describes weakly nonlinear waves in a nonlinear LC transmission line containing a finite number of cells which consist of two elements: a linear inductor in the series branch and a nonlinear capacitor in the shunt branch. If the nonlinearity is moved from the capacitor parallel to the shunt branch of the line to a capacitor parallel to the series branch, the nonlinear Schrödinger (NLS) equation is obtained instead [7].

Some years ago, the nonlinear propagation of signals in electrical transmission lines has been investigated, theoretically and experimentally [5, 8, 9]. It has been shown that the system of equations governing the physics of the considered network can be reduced either to single or coupled NLS equations or to the Ginzburg-Landau (GL) equations. The single and the coupled NLS equations admit the formation of envelope solitons, which have been observed experimentally [8, 9].

More recently, Pelap et al. [10] presented a model for wave propagation on a discrete dissipative electrical transmission line of Fig. 1 based on the complex Ginzburg–Landau (CGL) equation

\[ i \frac{\partial A}{\partial t} + P \frac{\partial^2 A}{\partial x^2} + Q |A|^2 A = i \gamma A, \]  

(1)
derived in the small amplitude and long wavelength limit using the standard reductive perturbation technique and complex expansion [11] of the governing nonlinear equations. Here \( A \) is a complex amplitude, \( P = P_r + iP_i \) and
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\[ Q = Q_r + iQ_i \] are two complex constants, and \( \gamma \) is a positive constant. Basically, the evolution of the complex wave envelope \( A \) is controlled by the competition of the dispersion (\( \sim P \)), nonlinearity (\( \sim Q \)), and linear gain \( \gamma \). Physically, \( P_r \) measures the wave dispersion, \( P_i \) measures the relative growth rate of disturbances whose spectra are concentrated near the fundamental wavenumber \( k \), \( Q_r \) determines how the wave frequency is amplitude modulated, \( Q_i \) measures the saturation of the unstable wave, and the positive constant \( \gamma \) is the linear gain. The modulational instability of the Stokes waves \( A(x,t) = A_0 \exp \left[ ik_0 x - i \left( P_r k_0^2 - Q_r |A_0|^2 \right) t \right] \), where \( Q_r |A_0|^2 = \gamma + P_r k_0^2 \), is considered in Ref. [10] and the modulational instability criterion \( P_r Q_r + P_i Q_i > 0 \) has been found.

In this work, we study the transmission of solitary pulses, governed by the GL equation (1), propagating in the network of Fig. 1. The paper is structured as follows. In section 2, we show how the modified Hirota method is applied to construct the exact solitary pulse solutions of the DCGL equation. In section 3, we present some numerical results, and the paper is concluded in section 4.

II. DERIVATION OF EXPLICIT SOLITARY PULSE SOLUTIONS

In order to prove that Eq. (1) can support envelope solitons, we use the Hirota bilinear technique [12]. Thus, we follow the definition of Nozaki and Bekki [13, 14] and introduce the modified Hirota derivative

\[
D^{m}_{\alpha,t} D^{n}_{\alpha,x} F \cdot G = \left( \frac{\partial}{\partial t'} - \alpha \frac{\partial}{\partial x'} \right)^m \left( \frac{\partial}{\partial x'} - \alpha \frac{\partial}{\partial t'} \right)^n F \left( x', t' \right) G \left( x', t' \right) \bigg|_{x' = x, t' = t}.
\]  

(2)

We first note that Eq. (1), under the transformation \( A(x,t) = \psi(x,t) \exp(\gamma t) \), takes the form

\[
\dot{\psi} + P \psi_{xx} + Q \exp(2\gamma t) |\psi|^2 \psi = 0.
\]  

(3)

The two-soliton solution of Eq. (3) is given by

\[
\psi(x,t) = u_1(x,t) + u_2(x,t),
\]  

(4)

where \( u_1(x,t) u_2(x,t) = 0 \) corresponds to the single soliton. Inserting Eq. (4) into Eq. (3), we obtain the system

\[
\begin{align*}
\dot{u}_1 + P \frac{\partial^2 u_1}{\partial x^2} + Q \exp(2\gamma t)|u_1|^2 u_1 + Q \exp(2\gamma t) \left( 2 |u_1|^2 u_2 + u_1^2 u_2^* \right) &= 0, \\
\dot{u}_2 + P \frac{\partial^2 u_2}{\partial x^2} + Q \exp(2\gamma t)|u_2|^2 u_2 + Q \exp(2\gamma t) \left( 2 |u_2|^2 u_1 + u_2^2 u_1^* \right) &= 0,
\end{align*}
\]  

(5)

where \( \ast \) stands for the complex conjugate. To obtain exact solutions of system (5) we adopt the modified Hirota ansatz

\[
u_1(x,t) = G(x,t) F^{-\alpha}(x,t), \quad u_2(x,t) = H(x,t) F^{-\alpha}(x,t),
\]  

(6)

where \( G \) and \( H \) are two complex functions, \( F \) is a real function, and \( \alpha \) is, in general, complex. Due to the presence of power \( -\alpha \), transformation (6) is different from that used in the case of the conventional nonlinear Schrödinger system. This difference is, as a matter of fact, the main motivation for introducing these modified Hirota derivatives. Expression (6) is deduced from the truncation of the Puiseux expansions at the lowest level [15]. Using Eq. (6), Eq. (5) is rewritten as a pair of bilinear equations in terms of the modified Hirota derivative (2),

\[
\begin{align*}
\left[ iD_{\alpha,t} + PD_{\alpha,x} + iP\beta + 2ix\beta PD_{\alpha,x} \right] F \cdot G &= 0, \\
\left[ iD_{\alpha,t} + PD_{\alpha,x} + iP\beta + 2ix\beta PD_{\alpha,x} \right] F \cdot H &= 0,
\end{align*}
\]  

(7)

\[
D^2_F F = \frac{2Q \exp(2\gamma t) \left( 2GH^* + HG^* + GG^* \right)}{P\alpha (1 + \alpha) F^{2\Re a - 2}},
\]  

(8)
for $GH \neq 0$. So the left-hand sides of Eq. (8) become equal. Hence the right-hand sides of Eq. (8) should also be equal which is true only under the bilinear condition

$$(H + G)(G^* - H^*) = 0,$$  \hspace{1cm} (9)

that is, $H = \varepsilon G$ with $\varepsilon = \pm 1$. In what follows, we consider that $\varepsilon \in \{-1, 0, 1\}$, $\varepsilon = 0$ corresponding to the single soliton propagating in the network. We then obtain

$$[iD_{\alpha,t} + PD_{\alpha,x}^2] F G = 0, \hspace{1cm} (10)$$

$$D_{2t}^2 F F = \frac{2Q exp (2\gamma t) (1 + 3\varepsilon)}{P_\alpha (1 + \alpha)} F^2 \text{Re} e^{-2}GG^*. \hspace{1cm} (11)$$

For the special case $\alpha = 1 + i\eta$, with real $\eta$, (10)–(11) is a system with time-dependent coefficients. For simplicity, we will restrict ourselves to this special case. Having obtained the bilinear condition and bilinear forms, our next aim is to obtain the soliton solutions. To generate the soliton solutions, we assume an expansion of the form

$$G = \exp (xh_1(t) + h_0(t)), \hspace{1cm} F = 1 + N(t) \exp [x(h_1(t) + h_1^*(t)) + h_0(t) + h_0^*(t)]. \hspace{1cm} (12)$$

Instead of taking $h_0$ and $h_1$ constant as in the conventional nonlinear Schrödinger system, we take $h_0$ and $h_1$ to be functions of time $t$, because we want to solve a system with time-varying coefficients, or, in other words, for the waves propagating in an inhomogeneous medium. Inserting Eq. (12) into system (10)–(11), we obtain

$$h_1' = 0, \hspace{0.5cm} h_0' - iP h_1^2 = 0, \hspace{0.5cm} \frac{N'}{N} = P \eta (h_1 + h_1^*)^2, \hspace{1cm} (13)$$

$$Q (1 + 3\varepsilon) \exp (2\gamma t) = \frac{\alpha (1 + \alpha)}{2} PN (h_1 + h_1^*)^2. \hspace{1cm} (14)$$

From Eq. (13) we obtain

$$h_1(t) = k_1, \hspace{0.5cm} h_0(t) = iP k_1^2 t + \xi_0, \hspace{0.5cm} N(t) = N_0 \exp \left[ P \eta (k_1 + k_1^*)^2 t \right], \hspace{1cm} (15)$$

where $k_1$ and $\xi_0$ are two complex constants and $N_0$ a real constant. If $N_0$, $\eta$, and $N(t)$ are real, the definition of $N(t)$ in Eq. (15) requires $P$ to be real. If $N(t)$ and $P$ are reals, but $\alpha = 1 + i\eta$ complex, Eq. (11) requires $Q$ to the complex too. Working with real $P$ means that we do not include diffusion, which would be represented by an imaginary part of $P$ [16–19]. However, the nonlinear coefficient $Q$ which is complex allows the combination of the self-phase-modulation with the nonlinear loss/gain. Thus, the diffusion term $P$ and the nonlinear gain/loss $Q$ term are necessary ingredients for the applicability of the method. Form condition (14) we obtain

$$(k_1 + k_1^*)^2 = \frac{4\gamma Q_i}{P (-3Q_r \pm \sqrt{9Q_r^2 + 8 Q_i^2})}, \hspace{0.5cm} N_0 = \frac{(1 + 3\varepsilon) Q_i}{3\gamma}, \hspace{0.5cm} \eta = \frac{-3Q_r \pm \sqrt{9Q_r^2 + 8Q_i^2}}{2Q_i}. \hspace{1cm} (16)$$

As it is seen from Eq. (16), the coefficient $\eta$, which determines the chirp of the pulse, depends only on the nonlinear gain/loss term. Because $P = P_r$ is real and $\gamma > 0$, the physical solutions are those that make $(k_1 + k_1^*)^2$ positive, that is, as one can see from Eq. (16), $P = P_r$ and $Q = Q_r + iQ_i$ must satisfy the condition

$$Q_r P_r \left( -3Q_r \pm \sqrt{9Q_r^2 + 8Q_i^2} \right) > 0. \hspace{1cm} (17)$$

Because of the transformation $A(x,t) = \psi(x,t) \exp(\gamma t)$, we obtain from Eq. (4) that

$$A(x,t) = u_1(x,t) \exp(\gamma t) + u_2(x,t) \exp(\gamma t) = A_1(x,t) + A_2(x,t).$$

From Eqs. (6), (12), (15), and (17), we obtain the following soliton

$$A_1(x,t) = \exp \left[ k_1 x + (i P k_1^2 + \gamma) t + \xi_0 \right] \frac{1 + N_0 \exp \left[ (k_1 + k_1^*) x + P \left( \eta (k_1 + k_1^*)^2 + i (k_1^2 - k_1^*)^2 \right) t + \xi_0 + \xi_0^* \right]}{1 + N_0 \exp \left[ (k_1 + k_1^*) x + P \left( \eta (k_1 + k_1^*)^2 + i (k_1^2 - k_1^*)^2 \right) t + \xi_0 + \xi_0^* \right]}^{1+i\eta}, \hspace{1cm} (18)$$

$$A_2(x,t) = \varepsilon A_1(x,t), \hspace{1cm} \varepsilon \in \{-1, 0, 1\},$$

$\varepsilon \in \{-1, 0, 1\}$,
where \( k_1, N_0, \) and \( \eta \) satisfy condition (16). Solution (18) contains two free parameters, namely, the complex parameter \( \xi_0 \) and the real constant \( k_{1i} = \text{Im} k_1 \). It follows from Eq. (18) that the physical solutions are those that correspond to positive \( N_0 \). As one can see from Eq. (16), the physical solution then corresponds to positive \( Q_i \) for \( \varepsilon \in \{0, 1\} \) and \( Q_i < 0 \) for \( \varepsilon = -1 \) (we remember that \( \gamma > 0 \)). By setting \( k_1 = k_{1r} + ik_{1i} \) and \( \xi_0 = \xi_{0r} + i\xi_{0i} \), it is seen from Eqs. (16) and (18) that the amplitude of the solitary pulse is given by

\[
|A_1(x,t)| = |A_1(z = x - vt)| = \frac{\exp(\xi_{0r})}{N_0 \exp(2\xi_{0r}) \exp(k_{1r}z) + \exp(-k_{1r}z)} \cdot \frac{2P_{k_{1i}}k_{1r} - \gamma}{k_{1r}},
\]

and this means that the solitary pulse moves with velocity \( v = \frac{2P_{k_{1i}}k_{1r} - \gamma}{k_{1r}} \), which is an arbitrary constant. The wavenumber is then \( k_{1r} \). If we take \( \xi_{0r} = -\ln \sqrt{N_0} \), Eq. (19) coincides with the moving soliton \( |A_1(z)| = 1/(2\sqrt{N_0} \cosh k_{1r}z) \). It is seen from Eq. (19) that the soliton amplitude increases with \( \xi_{0r} \).

Note: According to Eq. (4), the one-soliton solutions of Eq. (1) are obtained for Eq. (15) as follows: If \( \varepsilon = 0 \), then \( A(x,t) = A_1(x,t) \); if \( \varepsilon = 1 \), then \( A(x,t) = 2A_1(x,t) \). These two solutions are distinct, not only because of the factor 2, but also because of the expression for \( N_0 \) appearing in the expression of \( A_1(x,t) \) (see Eq. (18)). We note that for \( \varepsilon = -1 \), we obtain from Eq. (4) the zero solution of Eq. (1).

As one can see from Eq. (19), the energy of the one-soliton will depend on the linear gain \( \gamma \). For different values of the linear gain \( \gamma \), we plot in Figure 2 the soliton’s energy versus time \( t \) with the parameter values \( P = 0.5, \; Q = -0.25+i, \; k_{1i} = 1, \) and \( \xi_0 = 0.1 + i \). It follows from the plots of Figure 2 that the soliton’s energy increases with the linear gain and the form of its curve as function of time \( t \) depends on the value of the linear gain \( \gamma \): some values of \( \gamma \) correspond to a monotonic growth/decay of energy, while some other values of \( \gamma \) correspond to a non monotonic growth/decay of energy.

Note that a solitary pulse is of interest if it is stable, a necessary condition for this is the stability of the zero background, i.e., the trivial solution \( A(x,t) = 0 \). As it has been shown in work [10], the necessary condition for the stability of the zero background is that \( P_tQ_r < 0 \) (we remember that the solitary pulse solution obtained in the present work are valid only for \( P_t = 0 \)).

From a detailed investigation, we find that Eq. (1) admits the higher order one-solitary pulse solutions which can be constructed using the Hirota bilinear method for the conditions

\[
P_t = 0, \; Q_r > 0, \; P_r \left(-3Q_r \pm \sqrt{9Q_r^2 + 8Q_i^2}\right) > 0.
\]
FIG. 3: Propagation of the solitary pulse for $P = -0.5$, $Q = 0.25 + 0.05i$, $\gamma = 0.025$, $\xi_0 = 0.1 + i$, $k_{1i} = 1$, $\eta < 0$, and $k_{1r} > 0$. The relative amplitude of the initial perturbation is 0.1% in (a), 0.5% in (b), and 3.75% in (c).

The necessary condition for the stability of these solitary pulse solutions is

$$P r Q r < 0. \quad (21)$$

III. STABILITY OF SOLITARY PULSES

In this section, we want to test by numerical simulations the stability of exact one-solitary pulse solutions generated by the above modified Hirota method. We used the Crank–Nicholson form of the discrete representation of Eq. (1), as it is stable and accurate to second order in space and time [20]. To demonstrate the stability of the solitary pulses, we add random perturbations to the initial profile, whose unperturbed shape corresponds to the exact solution of Eq. (1). Actually, a relatively weak random noise (at the $\delta \%$ amplitude level) was added, and as the exact solution of Eq. (1), we have used the one-soliton solution that corresponds to $\varepsilon = 0$ (see Eq. (18) and the note after Eq. (19)), that is,

$$A(x, t) = \frac{\exp \left[ k_1 x + (i P k_1^2 + \gamma) t + \xi_0 \right]}{\left( 1 + N_0 \exp \left[ (k_1 + k_1^*) x + P \left( \eta (k_1 + k_1^*)^2 + i (k_1^2 - k_1^*)^2 \right) t + \xi_0 + \xi_0^* \right] \right)^{1+i\eta}}. \quad (22)$$

Zero boundary conditions (ZBC) are used and we simply need to set the values of boundary points to zero. In fact, simulations where the ZBC are used need minimal computational time. Physically, they represent the situation where we have metallic boundaries with infinite conductive properties at each end of the computational window.

A caveat should be made concerning the far-field (background) instability. For sufficiently small $A$, the evolution of amplitude $A$ is mainly governed by the linear gain $\gamma$ in Eq. (1), which makes the zero background unstable. Nevertheless, this instability may not manifest itself if $\gamma$ is reasonably small, and the integration time is not extremely large [21, 22]. The latter circumstance helps make formally unstable solitary pulses stable and physically relevant objects [23]. In fact, the instability of a solution does not exclude its observation in experiments. If the time scale over which the onset of instability occurs far exceeds the duration of the experiments, then the formally unstable solution is as relevant for the experiment as is the stable solution.

In what follows, we describe some sets of simulations which characterize the stability of the solitary pulses. These simulations also show how the equation parameters affect the solitary pulses. For all the simulations, we take $P$ and $Q$ such that the necessary condition of the stability of the solitary pulses (21) is satisfied.

Remark. Because of the presence of the linear gain $\gamma$, it is evident that the amplitude of the solitary pulses will increase as the wave propagates.

A. Effect of the random perturbations

Now, we add random perturbations to the initial profile of the solitary pulses, whose unperturbed shape corresponds to the exact solution (22) of Eq. (1). Relatively small random noise at 0.1% and 0.5% amplitude level were added in the case presented in Figs. 3(a) and 3(b), while a random noise at 3.75% amplitude level was added in the case presented in Fig. 3(c). As we can see from these figures, the evolution of the pulse is affected with strong noises (compare for example the maximal amplitudes of the solitary wave on Figs. 3(a), 3(a), and 3(c)).
To observe the effect of the dispersion on the evolution of the solitary pulses, we consider six values of $P$, three negative values and three positive values. For all the plots of Fig. 4, we consider the same values of $Q_i = 0.05$, $\xi_0 = 0.1 + i$, and $\gamma = 0.025$. Because we need condition (21) to be satisfied, we will use different values of $Q_r$: $Q_r = 0.25$ for negative $P$ and $Q_r = -1.2$ for positive $P$. Figs. 4(a), 4(b), 4(c), 4(d), 4(e), and 4(f) correspond to $P = -0.1$, $P = -0.05$, $P = -0.025$, $P = 0.025$, $P = 0.05$, and $P = 0.1$, respectively. For all the plots of Figure 6, the parameter values $P = 0.05$, $Q = -2.2 + 2.5i$, $k_{1i} = -1$, $\xi_0 = -2 - 0.5i$, $\eta > 0$, $k_{1r} < 0$. The relative amplitude of the initial perturbation is 0.1%. The plots of Figs. 5(a), 5(b), and 5(c) correspond to $Q_i = 0.05$, $Q_i = 0.5$, and $Q_i = 1.5$, respectively (we remember that the one-solitary pulse has been obtained only for positive $Q_i$ (see Eq. (20)). As the plots of Figure 5 show, the width and the amplitude of the wave packets decrease as the nonlinear gain increases.

C. Effect of the nonlinear gain

Here we present three plots to display the evolution of general wave packets for different values of nonlinear gain. Random noise (0.1%) is used. For all the plots of Figure 5, we have used $P = -0.025$, $Q_r = 2.2$, $\xi_0 = -2 + 0.5i$, $k_{1i} = -1$, $\gamma = 0.025$, $k_{1r} > 0$ and $\eta < 0$. The plot of Figs. 5(a), 5(b), and 5(c) correspond to $Q_i = 0.05$, $Q_i = 0.5$, and $Q_i = 1.5$, respectively (we remember that the one-solitary pulse has been obtained only for positive $Q_i$ (see Eq. (20)).

D. Effect of the linear gain

As we have mentioned above, for sufficiently small $A$, the evolution of amplitude $A$ is mainly governed by the linear gain $\gamma$ in Eq. (1), which makes the zero background unstable, and this instability may not manifest itself if $\gamma$ is reasonably small, and the integration time is not extremely large. In Figure 6, we plot the evolution of the solitary pulses for different values of the linear gain $\gamma$ when all the other parameters are maintained constant. Thus, we use for Figure 6 the parameter values $P = 0.5$, $Q = -2.2 + 2.5i$, $k_{1i} = -1$, $\xi_0 = -2 - 0.5i$, $\eta > 0$, $k_{1r} < 0$. The relative amplitude of the initial perturbation is 0.1%. Plot (a) gives the propagation of the solitary pulse for the linear gain $\gamma = 0.003$, while plots (b) and (c) correspond to $\gamma = 0.03$ and $\gamma = 0.3$, respectively. For all the plots of Figure 6,
FIG. 5: Propagation of a general wave packet for different values of the nonlinear gain for $P = -0.025, Q_r = 2.2, \xi_0 = -2 + 0.5i, k_{1i} = -1, \gamma = 0.025, k_{1r} > 0$ and $\eta < 0$. Plots (a), (b), and (c) correspond to $Q_i = 0.05, Q_i = 0.5,$ and $Q_i = 1.5$, respectively.

FIG. 6: Plot of the propagation of the solitary pulse for the parameters $P = 0.5, Q = -2.2 + 2.5i, k_{1i} = -1, \xi_0 = -2 - 0.5i, \eta > 0, k_{1r} < 0$, with relative amplitude of the initial perturbation 0.1%. Plots (a), (b), and (c) show the propagation of the solitary pulse for the linear gain $\gamma = 0.003, \gamma = 0.03$, and $\gamma = 0.3$, respectively.

the integration time is taken to be $t = 20$. The plots of this figure show that if the linear gain $\gamma$ is small, but not extremely small, instability manifests itself.

E. Effect of the solution parameter $k_{1i}$ on the solitary pulse

The three plots of Figure 7 show the evolution of the density of the solitary pulses for different values of the parameter $k_{1i}$. The solitary pulse we have used for these plots corresponds to the parameters $P = 0.5, Q = -0.25 + i, \gamma = 0.03, \xi_0 = -2 - 0.5i, k_{1r} < 0$, and $\eta > 0$. Plots (a), (b) and (c) correspond to $k_{1i} = -1, k_{1i} = 0$, and $k_{1i} = 2$ respectively. As these plots show, the energy of the solitary pulse, as well as its curve as function of time $t$ depends on $k_{1i}$.

FIG. 7: Evolution of the energy of the solitary pulse for different values of $k_{1i}$ for $P = 0.5, Q = -0.25 + i, \gamma = 0.03, \xi_0 = -2 - 0.5i, k_{1r} < 0$, and $\eta > 0$. (a) for $k_{1i} = -1, (b)$ for $k_{1i} = 0,$ and (c) for $k_{1i} = 2$. 
IV. CONCLUSION

By means of the Hirota bilinear method, we have obtained exact solitary pulse solutions for a class of DCGL equation governing wave propagation in dissipative nonlinear transmission lines. To obtain dissipative-soliton solutions to the equation, a modified definition of the Hirota derivative is used. We have first obtained a two-soliton in exact analytical form, and then deduce the one-soliton solution. If the two-soliton solutions can exist for both nonlinear gain \( (Q_i > 0) \) and nonlinear loss \( (Q_i < 0) \), it is found that the one-soliton solution correspond only to the nonlinear gain. Direct simulations of the underlying DCGL equations have demonstrated the stability of solitary pulses under the simultaneous action of the linear and nonlinear gain. This does not remain true if a strong random initial perturbation is added. To avoid the blowup of the background within the propagation distance, the linear gain must be reasonably small.

The most essential necessary restriction for the applicability of the modified Hirota method is that the coefficient in front of the dispersive term of the equation must be real, which, in terms of optical physics, implies the absence of spectral filtering, which is the case in many experimentally relevant settings.