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Abstract
The eigenvalue densities of complex central Wishart matrices are investigated with the objective of studying an open problem in channel capacity. These densities are represented by complex hypergeometric functions of matrix arguments, which can be expressed in terms of complex zonal polynomials. The connection between the complex Wishart matrix theory and information theory is given. This facilitates the evaluation of the most important information-theoretic measure, the so-called channel capacity. In particular, the capacity of multiple input, multiple output (MIMO) Rayleigh distributed channels are fully investigated. We consider both correlated and uncorrelated channels and derive the corresponding channel capacity formulas. It is shown how the channel correlation degrades the capacity of the communication system.
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Résumé
On étudie les densités des valeurs propres des matrices centrales de Wishart complexes en vue des applications à un problème ouvert de capacité de canaux. On représente ces densités par des fonctions hypergéométriques complexes d’arguments matriciel ou au moyen de polynômes zonaux complexes. On fait le lien entre ces matrices de Wishart et la théorie de l’information pour l’évaluation de la capacité des canaux qui est la mesure théorique la plus importante en information et on l’applique aux canaux multi-entrée multi-sortie de Rayleigh distribués, avec ou sans corrélation. On montre que la corrélation dégrade la capacité des systèmes de communication.
1 Introduction

Let an $n \times m$ complex Gaussian random matrix $A$ be distributed as $A \sim \mathcal{C}N(0, I_n \otimes \Sigma)$ with mean $\mathcal{E}\{A\} = 0$ and covariance $\text{cov}\{A\} = I_n \otimes \Sigma$. Then the matrix $W = A^H A$ is called a complex central Wishart matrix and its distribution is denoted by $\mathcal{CW}_m(n, \Sigma)$.

In this paper, we investigate the densities of the eigenvalues of complex central Wishart matrices and their applications to multiple input, multiple output (MIMO) channel capacity. We consider that the elements of random matrices are complex Gaussian distributed with zero mean and arbitrary covariance matrices. This will enable us to consider the beautiful but difficult theory of complex zonal polynomials (also called Schur polynomials [11]), which are symmetric polynomials in the eigenvalues of a complex matrix [14]. Complex zonal polynomials enable us to represent the densities of the eigenvalues of these complex Wishart matrices as infinite series.

The theory of these complex Wishart matrices is used to evaluate the capacity of MIMO wireless communication systems. Note that the capacity of a communication channel expresses the maximum rate at which information can be reliably conveyed by the channel [1]. In a wireless communication system, data is delivered from a transmitter to a receiver using radio waves or other electromagnetic waves. The waves, however, may be reflected off objects in the environment and scattered randomly while propagating from the transmitter to the receiver. Therefore, transmitted signals are attenuated and phase shifted during the transmission. This channel effect can be modeled by complex channel coefficients. A MIMO channel can be represented by an $n_r \times n_t$ complex random matrix $H \sim \mathcal{C}N(0, I_{n_r} \otimes \Sigma)$, where $n_t$ and $n_r$ are the number of inputs (or transmitters) and outputs (or receivers) of the wireless communication system. If $\Sigma = \sigma^2 I_{n_t}$, then the channel is called an uncorrelated Rayleigh distributed channel, otherwise it is called a correlated Rayleigh distributed channel.

Recently, industrial researchers have exploited the use of MIMO systems to meet the demand for higher bit rates in wireless communications. These studies show that MIMO systems increase capacity significantly over single input, single output (SISO) systems. For example, when $n = \min\{n_t, n_r\}$, a MIMO uncorrelated Rayleigh distributed channel achieves almost $n$ more bits per hertz for every 3-dB increase in signal-to-noise ratio (SNR) compared to a SISO system, which achieves only one additional bit per hertz for every 3-dB increase in SNR [18]. However, the channel coefficients from different transmitter antennas to a single receiver antenna can be correlated. This channel correlation degrades the capacity [4], [17]. The channel correlation depends on the physical parameters of a MIMO system and the scatterer characteristics. The physical parameters include the antenna arrangement and spacing, the angle spread, the angle of arrival, etc. One of the objectives of this paper is to evaluate this capacity degradation by deriving closed form ergodic capacity formulas for correlated channels and their numerical evaluation.

This paper is organized as follows. Section 2 provides the necessary tools for deriving the distribution theory and channel capacity. Complex central Wishart matrices are studied in Section 3. The capacity of MIMO channels is formulated in Section 4 and the computational methods are given in Section 5.

2 Preliminary tools

In this section we present tools that will be used in the sequel.

2.1 Complex zonal polynomials

First, we define the multivariate hypergeometric coefficients $[a]_{\kappa}^{(\alpha)}$ which frequently occur in integrals involving zonal polynomials. Let $\kappa = (k_1, \ldots, k_m)$ be a partition of the integer $k$ with $k_1 \geq \cdots \geq k_m \geq 0$ and $k = k_1 + \cdots + k_m$. Then [2]

$$[a]_{\kappa}^{(\alpha)} = \prod_{i=1}^{m} \left( a - \frac{1}{\alpha} (i - 1) \right)_{k_i},$$

where $(a)_k = a(a + 1) \cdots (a + k - 1)$ and $\alpha = 1$ for complex and $\alpha = 2$ for real multivariate hypergeometric coefficients, respectively. In this paper we only consider the complex case; therefore, for notational simplicity we drop the superscript [9], i.e.,

$$[a]_{\kappa} := [a]_{\kappa}^{(1)} = \prod_{i=1}^{m} (a - i + 1)_{k_i}.$$ 

The complex zonal polynomial (also called Schur polynomial [11]) of a complex matrix $X$ is defined in [8] by

$$C_{\kappa}(X) = \chi_{[\kappa]}(1) \chi_{[\kappa]}(X), \quad (1)$$
where \( \chi_{[\kappa]}(1) \) is the dimension of the representation \([\kappa]\) of the symmetric group given by

\[
\chi_{[\kappa]}(1) = k! \frac{\prod_{i<j}(k_i - k_j - i + j)}{\prod_{i=1}^{m}(k_i + m - i)!}
\]

and \( \chi_{[\kappa]}(X) \) is the character of the representation \([\kappa]\) of the linear group given as a symmetric function of the eigenvalues \( \lambda_1, \ldots, \lambda_m \) of \( X \) by

\[
\chi_{[\kappa]}(X) = \frac{\det \left[ \left( \lambda_i^{k_j + m - j} \right) \right]}{\det \left[ \left( \lambda_i^{m - j} \right) \right]}
\]

Note that both the real and complex zonal polynomials are particular cases of the (general \( \alpha \)) Jack polynomials \( C_{\kappa}^{(\alpha)}(X) \). See [2] for details. Again \( \alpha = 1 \) for complex and \( \alpha = 2 \) for real zonal polynomials, respectively. For the same reason as before, we shall drop the superscript of Jack polynomials, as was done in (1), i.e., \( C_{\kappa}(X) := C_{\kappa}^{(1)}(X) \).

The following basic properties are given in [8]:

\[
(\text{tr} X)^k = \sum_{\kappa} C_{\kappa}(X)
\]

and

\[
\int_{U(m)} C_{\kappa}(AXBX^H)(dX) = \frac{C_{\kappa}(A)C_{\kappa}(B)}{C_{\kappa}(I_m)},
\]

where \((dX)\) is the invariant measure on the unitary group \( U(m) \), normalized to make the total measure unity, and

\[
C_{\kappa}(I_m) = 2^{2k!} \left[ \frac{1}{2} \right]_{\kappa} \prod_{i<j}^{r} (2k_i - 2k_j - i + j) \prod_{i=1}^{r} (2k_i + r - i)!,
\]

where

\[
\left[ \frac{1}{2} \right]_{\kappa} = \prod_{i=1}^{r} \left( \frac{1}{2}(m - i + 1) \right)_{k_i}.
\]

Note that the partition \( \kappa \) of \( k \) has \( r \) nonzero parts.

### 2.2 Complex hypergeometric functions

The probability distributions of random matrices are often derived in terms of hypergeometric functions of matrix arguments. The following definitions of hypergeometric functions with a single and double matrix argument are due to Constantine [5] and Baker [2].

**Definition 1** The hypergeometric function of one complex matrix is defined as

\[
pFq(a_1, \ldots, a_p; b_1, \ldots, b_q; X) = \sum_{k=0}^{\infty} \sum_{\kappa} \frac{[a_1]_{\kappa}^{(\alpha)} \cdots [a_p]_{\kappa}^{(\alpha)} C_{\kappa}^{(\alpha)}(X)}{[b_1]_{\kappa}^{(\alpha)} \cdots [b_q]_{\kappa}^{(\alpha)} k!},
\]

where \( X \in \mathbb{C}^{m \times m} \) and \( \{a_i\}_{i=1}^{p} \) and \( \{b_i\}_{i=1}^{q} \) are arbitrary complex numbers. Note that \( \sum_{\kappa} \) denotes summation over all partitions \( \kappa \) of \( k \) and \( \alpha = 1 \) and \( 2 \) for complex and real hypergeometric functions, respectively.

In this paper we consider only the complex case, and hence, we shall drop the superscript, i.e., \( pFq := Fq^{(1)} \). Note that none of the parameters \( b_i \) is allowed to be zero or an integer or half-integer \( \leq (m - 1)/2 \). Otherwise some of the terms in the denominator will be zero [14].

**Remark 1** The convergence of (5) is as follows [14]:

(i) If \( p \leq q \), then the series converges for all \( X \).

(ii) If \( p = q + 1 \), then the series converges for \( \sigma(X) < 1 \), where the spectral radius \( \sigma(X) \) of \( X \) is the maximum of the absolute values of the eigenvalues of \( X \).

(iii) If \( p > q + 1 \), then the series diverges for all \( X \neq 0 \), unless it terminates. Note that the series terminates when some of the numerators \([a_j]_{\kappa}\) in the series vanish.
Special cases are
\[ f_0(X) = \text{etr}(X), \quad 1_F(a; X) = \det(I - X)^{-a}, \]
and
\[ f_0(n; ZZ^H) = \int_{U(n)} \text{etr}(ZE + \overline{Z}E)(dE), \]
where \( Z \) is an \( m \times n \) complex matrix with \( m \leq n \), \( \text{etr} \) denotes the exponential of the trace, \( \text{etr}(\cdot) = \exp(\text{tr}(\cdot)) \) and \( \overline{Z}E \) denotes the complex conjugate of \( ZE \).

**Definition 2** The complex hypergeometric function of two complex matrices is defined by
\[ _pF_q(a_1, \ldots, a_p; b_1, \ldots, b_q; X, Y) = \sum_{k=0}^{\infty} \sum_{\kappa} \frac{[a_1]_\kappa \cdots [a_p]_\kappa}{[b_1]_\kappa \cdots [b_q]_\kappa} C_\kappa(X)C_\kappa(Y) \]
where \( X, Y \in \mathbb{C}^{m \times m} \).

The splitting formula is
\[ \int_{U(m)} _pF_q(AEBE^H)(dE) = _pF_q(A, B). \]

## 3 The complex central Wishart matrix

In this section, we describe the complex central Wishart distribution and give the joint eigenvalue density of the complex central Wishart matrix. From this density we derive a single unordered eigenvalue density of the complex central Wishart matrix.

The definition of the complex central Wishart distribution is as follows.

**Definition 3** Let \( W = A^HA \), where the \( n \times m \) matrix \( A \) is distributed as \( A \sim \mathcal{CN}(0, I_n \otimes \Sigma) \). Then \( W \) is said to have the complex central Wishart distribution with \( n \) degrees of freedom and covariance matrix \( \Sigma \), denoted by \( W \sim \mathcal{CW}_m(n, \Sigma) \).

Let \( W \sim \mathcal{CW}_m(n, \Sigma) \) with \( n \geq m \). Then the density of \( W \) is given by
\[ f(W) = \frac{1}{\mathcal{C}_m(n)(\det \Sigma)^n} \text{etr} \left( -\Sigma^{-1}W \right) (\det W)^{n-m}, \tag{6} \]
where \( \mathcal{C}_m(n) \) denotes the complex multivariate gamma function,
\[ \mathcal{C}_m(n) = \pi^{m(m-1)/2} \prod_{k=1}^{m} \Gamma(n - k + 1). \]

Next, we consider the eigenvalue density of a complex Wishart matrix.

**Proposition 1** Let \( W \) be an arbitrary \( m \times m \) positive definite complex random matrix with distribution function \( f(W) \). Then the joint density function of the eigenvalues, \( \lambda_1 > \lambda_2 > \cdots > \lambda_m > 0 \), of \( W \) is
\[ f(\Lambda) = \frac{\pi^{m(m-1)}}{\mathcal{C}_m(m)\mathcal{C}_m(n)} \prod_{k<l} (\lambda_k - \lambda_l)^2 \int_{U(m)} f(\Lambda E \Lambda^H)(dE), \tag{7} \]
where \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_m) \) and \( W = \Lambda \Lambda^H \) is the eigendecomposition of \( W \).

The following proposition gives the joint density of the eigenvalues of a complex Wishart matrix [8].

**Proposition 2** Suppose that \( n > m - 1 \) and consider the \( m \times m \) positive definite Hermitian matrix \( W \sim \mathcal{CW}_m(n, \Sigma) \). Then the joint density of the eigenvalues, \( \lambda_1 > \lambda_2 > \cdots > \lambda_m > 0 \), of \( W \) is
\[ f(\Lambda) = \frac{\pi^{m(m-1)}(\det \Sigma)^{-n}}{\mathcal{C}_m(m)\mathcal{C}_m(n)} \times \prod_{k=1}^{m} \lambda_k^{n-1-m} \prod_{k<l}(\lambda_k - \lambda_l)^2 \int_{U(m)} \text{etr} \left( -\Sigma^{-1}E \Lambda E^H \right)(dE), \tag{8} \]
where $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_m)$. Moreover,
\[
\int_{U(m)} \text{etr} \left( -\Sigma^{-1} E \Lambda E^H \right) (dE) = \int_{U(m)} F_0 \left( -\Sigma^{-1} E \Lambda E^H \right) (dE) = 0 F_0 \left( -\Sigma^{-1}, \Lambda \right) = \sum_{k=1}^{\infty} \sum_{\kappa} C_\kappa \left( -\Sigma^{-1} \right) C_\kappa (\Lambda) \frac{1}{k! C_\kappa(I_m)}.
\]

**Proof.** By substituting the complex Wishart density (6) into (7) and noting that $\det W = \det E \Lambda E^H = \prod_{k=1}^{m} \lambda_k$ we obtain (8).

Note that the integral in (8) depends on the population covariance matrix $\Sigma$ only through its eigenvalues $v_1, \ldots, v_m$. This can be seen by writing $\Sigma = FYF^H$, where $F \in U(m)$ and $Y = \text{diag}(v_1, \ldots, v_m)$. Now we have
\[
\int_{U(m)} \text{etr} \left( -\Sigma^{-1} E \Lambda E^H \right) (dE) = \int_{U(m)} \text{etr} \left( -FY^{-1} F^H E \Lambda E^H \right) (dE) = \int_{U(m)} \text{etr} \left( -Y^{-1} F^H E \Lambda E^H F \right) (dE) = \int_{U(m)} \text{etr} \left( -Y^{-1} \tilde{E} \Lambda \tilde{E}^H \right) (d\tilde{E}) = 0 F_0 \left( -Y^{-1}, \Lambda \right) = \sum_{k=1}^{\infty} \sum_{\kappa} C_\kappa \left( -Y^{-1} \right) C_\kappa (\Lambda) \frac{1}{k! C_\kappa(I_m)},
\]
where $\tilde{E} = F^H E \in U(m)$ and $(dE) = (d\tilde{E})$. This was observed in [14]. In general, the integral in (8) is not easy to evaluate. An infinite series representation for this integral in terms of complex zonal polynomials is shown in (9).

Note that the density given in (8) is an ordered eigenvalue density and the unordered eigenvalue density is obtained by dividing (8) by $m!$, i.e.,
\[
\frac{\pi^{m(m-1)} \left( \det \Sigma \right)^{-n} \prod_{k=1}^{m} \rho_k^{n-m} \prod_{k<l}^{m} \left( \lambda_k - \lambda_l \right)^2 0 F_0 \left( -Y^{-1}, \Lambda \right)}{m! C\Gamma(m) C_\Gamma(n)} \prod_{k=1}^{m} \lambda_k^{n-m} \prod_{k<l}^{m} \left( \lambda_k - \lambda_l \right)^2 0 F_0 \left( -Y^{-1}, \Lambda \right).
\]

Let $Y^{-1} = \text{diag}(a_1, \ldots, a_m)$. Then $0 F_0 \left( -Y^{-1}, \Lambda \right)$ can be written [10] as
\[
0 F_0 \left( -Y^{-1}, \Lambda \right) = \frac{C\Gamma(m) \det \left[ \exp \left( -a_i \lambda_j \right) \right]}{\pi^{m(m-1)/2} \prod_{k<l}^{m} \left( \lambda_k - \lambda_l \right) \prod_{k<l}^{m} (a_i - a_k)}.
\]

A single unordered eigenvalue density is given by the following theorem to be used for computing the correlated MIMO channel capacity in Section 5.

**Theorem 1** Suppose that $n > m - 1$ and consider the $m \times m$ positive definite Hermitian matrix $W \sim C W_m(n, \Sigma)$. Then the single unordered eigenvalue density $f(\lambda_1)$ of $W$ is given by
\[
f(\lambda_1) = \frac{\pi^{m(m-1)/2} \prod_{k=1}^{m} a_k^n}{m! C\Gamma(m) \prod_{k<l}^{m} (a_i - a_k)} \left\{ \right. \left. \sum_i (-1)^{\text{per}(i_1, \ldots, i_m)} \exp \left( \sum_{j=1}^{m} -a_{i_j} \lambda_j \right) \right\} \left\{ \right. \left. \sum_k (-1)^{\text{per}(k_1, \ldots, k_m)} \prod_{l=1}^{m} \lambda_l^{n+k_l} \right\} \left. \prod_{k=2}^{m} d\lambda_k, \right.
\]
where $\sum_i$ denotes summation over all permutations $(i_1, \ldots, i_m)$ of $(1, \ldots, m)$, $\sum_k$ denotes summation over all permutations $(k_1, \ldots, k_m)$ of $(0, \ldots, m - 1)$, and $\text{per}(k_1, \ldots, k_m)$ is 0 or 1 depending on the permutation being even or odd. Similarly for $\text{per}(i_1, \ldots, i_m)$.
Proof. The single unordered eigenvalue density is obtained by substituting (11) in (10) and integrating with respect to \( \lambda_2, \ldots, \lambda_m \), i.e.,

\[
f(\lambda_1) = \frac{\pi^{m(m-1)/2} \prod_{k=1}^m a_k^n}{m! \Gamma_m(n) \prod_{k<l}(a_k - a_l)} \times \int \det \left[ \left( \exp \left( -a_i \lambda_j \right) \right) \right]^{m}_{k<l} (\lambda_k - \lambda_l) \prod_{k=1}^m \lambda_k^{n-m} \bigwedge_{k=2}^m d\lambda_k. \tag{13}
\]

The result follows. \( \square \)

Note that, if \( \Sigma = \sigma^2 I_m \), then the joint density of the eigenvalues \( \lambda_1, \ldots, \lambda_m \) has a simple form and does not require a zonal polynomial representation.

Proposition 3 Let \( W \sim CW_m(n, \sigma^2 I_m) \) with \( n > m - 1 \). Then the joint density of the eigenvalues, \( \lambda_1 > \lambda_2 > \cdots > \lambda_m > 0 \), of \( W \) is

\[
g(\Lambda) = \frac{\pi^{m(m-1)}(\sigma^2)^{-nm}}{\Gamma_m(m)\Gamma_m(n)} \prod_{k=1}^m \lambda_k^{n-m} \prod_{k<l}^m (\lambda_k - \lambda_l)^2 \exp \left( -\frac{1}{\sigma^2} \sum_{k=1}^m \lambda_k \right), \tag{14}
\]

where \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_m) \).

Proof. Putting \( \Sigma = \sigma^2 I_m \) in Proposition 2 and noting that

\[
\int_{U(m)} \exp \left( -\frac{1}{\sigma^2} E \Lambda E^H \right) (dE) = \exp \left( -\frac{1}{\sigma^2} \Lambda \right) \int_{U(m)} (dE) = \exp \left( -\frac{1}{\sigma^2} \sum_{i=1}^m \lambda_i \right)
\]

completes the proof. \( \square \)

The single unordered eigenvalue density \( f(\lambda_1) \) of \( W \) is given by the following theorem.

Theorem 2 Let \( W \sim CW_m(n, \sigma^2 I_m) \) with \( n > m - 1 \). Then the single unordered eigenvalue density \( f(\lambda_1) \) of \( W \) is given by

\[
f(\lambda_1) = \frac{\pi^{m(m-1)}(\sigma^2)^{-nm}}{m! \Gamma_m(m)\Gamma_m(n)} \times \int \prod_{k=1}^m \lambda_k^{n-m} \prod_{k<l}^m (\lambda_k - \lambda_l)^2 \exp \left( -\frac{1}{\sigma^2} \sum_{k=1}^m \lambda_k \right) \bigwedge_{k=2}^m d\lambda_k. \tag{15}
\]
Since
\[ \sum_{\sigma} \phi_1(\sigma) \phi_2(\sigma) \]
where \( \phi_k \) form the orthonormal set which can be obtained by applying the Gram–Schmidt procedure to the sequence of functions
\[ \lambda^{k+(n-m)/2} e^{-\lambda/(2\sigma^2)}, \quad k = 0, 1, 2, \ldots, m - 1. \]

**Proof.** See [19] for similar work. The joint eigenvalue distribution can be written as
\[
\begin{align*}
\text{Proof:} & \quad \text{See [19] for similar work. The joint eigenvalue distribution can be written as} \\
\end{align*}
\[
\begin{align*}
f(\Lambda) &= \frac{K}{m!} \prod_{k=1}^{m} (\lambda_k - \lambda_1)^2 \left[ \prod_{k=1}^{m} \lambda_k^{n-m} \exp \left( -\frac{1}{\sigma^2} \lambda_k \right) \right] \\
&= \frac{K}{m!} \left\{ \det \begin{bmatrix} 1 & \cdots & 1 \\ \lambda_1 & \cdots & \lambda_{n_1} \\ \vdots & \cdots & \vdots \\ \lambda_1^{m-1} & \cdots & \lambda_m^{m-1} \end{bmatrix} \right\}^{2} \left[ \prod_{k=1}^{m} \lambda_k^{n-m} \exp \left( -\frac{1}{\sigma^2} \lambda_k \right) \right] \\
&= \frac{K}{m!} \left\{ \det \begin{bmatrix} \lambda_1^{(n-m)/2} e^{-\lambda_1/(2\sigma^2)} & \cdots & \lambda_m^{(n-m)/2} e^{-\lambda_m/(2\sigma^2)} \\ \vdots & \cdots & \vdots \\ \lambda_1^{(n+m)/2-1} e^{-\lambda_1/(2\sigma^2)} & \cdots & \lambda_m^{(n+m)/2-1} e^{-\lambda_m/(2\sigma^2)} \end{bmatrix} \right\}^{2} \\
&= \frac{K_1}{m!} \left\{ \det \begin{bmatrix} \phi_1(\lambda_1) & \cdots & \phi_1(\lambda_{n_1}) \\ \vdots & \cdots & \vdots \\ \phi_m(\lambda_1) & \cdots & \phi_m(\lambda_m) \end{bmatrix} \right\}^{2}
\end{align*}
\]
where \( \phi_k \) is defined in Theorem 2 and satisfies
\[ \int \phi_k(\lambda) \phi_l(\lambda) d\lambda = \delta_{kl}. \]

The last determinant squared in (16) can be expanded as
\[ \sum_{r,s} (-1)^{\text{per}(r_1,\ldots,r_m)} (-1)^{\text{per}(s_1,\ldots,s_m)} \prod_{k} \phi_{r_k}(\lambda_k) \phi_{s_k}(\lambda_k) \]
where \( \sum_{r,s} \) denotes summation over all permutations \((r_1,\ldots,r_m)\) and \((s_1,\ldots,s_m)\) of \((1,\ldots,m)\) and \(\text{per}(r_1,\ldots,r_m)\) is 0 or 1 depending on the permutation being even or odd. Similarly for \(\text{per}(s_1,\ldots,s_m)\). Hence, \(f(\lambda_1)\) can be obtained by integrating (16) with respect to \(\lambda_2,\ldots,\lambda_m\), i.e.,
\[
\begin{align*}
f(\lambda_1) &= \int \cdots \int f(\Lambda) \bigwedge_{k=2}^{m} d\lambda_k \\
&= \frac{K_1}{m!} \sum_{r,s} (-1)^{\text{per}(r_1,\ldots,r_m)} (-1)^{\text{per}(s_1,\ldots,s_m)} \\
&\quad \times \int \cdots \int \prod_{k} \phi_{r_k}(\lambda_k) \phi_{s_k}(\lambda_k) \bigwedge_{k=2}^{m} d\lambda_k \\
&= \frac{K_1}{m!} \sum_{r,s} (-1)^{\text{per}(r_1,\ldots,r_m)} (-1)^{\text{per}(s_1,\ldots,s_m)} \phi_{r_1}(\lambda_1) \phi_{s_1}(\lambda_1) \prod_{k=2}^{m} \delta_{r_k,s_k} \\
&= \frac{K_1(m-1)!}{m!} \sum_{k=1}^{m} [\phi_k(\lambda_1)]^2 \\
&= \frac{1}{m} \sum_{k=1}^{m} [\phi_k(\lambda_1)]^2.
\end{align*}
\]
Since \( \int f(\lambda_1) d\lambda_1 = 1 \), then \( K_1 = 1 \). \( \square \)
Remark 2 The evaluation of (15) for $\sigma^2 = 1$ is given in [3], [12] and [18], where the following formula

$$f(\lambda_1) = \frac{1}{m} \sum_{l=1}^{m} |\varphi_l(\lambda_1)|^2$$

(17)

is obtained with

$$\varphi_{k+1}(\lambda) = \lambda^{(n-m)/2} e^{-\lambda/2} \left[ \frac{k!}{(k+n-m)!} \right]^{1/2} \frac{1}{k!} e^{\lambda m-n} \frac{d^k}{d\lambda^k} (e^{-\lambda \lambda^{n+m+k}})$$

$$= \lambda^{(n-m)/2} e^{-\lambda/2} \left[ \frac{k!}{(k+n-m)!} \right]^{1/2} L_k^{n-m}(\lambda), \quad k = 0, \ldots, m - 1,$$

and $L_k^{n-m}(\lambda)$ is the generalized Laguerre polynomial of order $k$.

4 The channel capacity

A MIMO channel can be represented by an $n_r \times n_t$ complex random matrix $H$, where $n_t$ and $n_r$ are the number of inputs (or transmitters) and outputs (or receivers) of the communication system, as shown in Figure 1. The complex signal received at the $j$th output can be written as

$$y_j = \sum_{i=1}^{n_t} h_{ij} x_i + v_j,$$

(18)

where $h_{ij}$ is the complex channel coefficient between input $i$ and output $j$, $x_i$ is the complex signal at the $i$th input and $v_j$ is complex Gaussian noise. The signal vector received at the output can be written as

$$\begin{bmatrix} y_1 \\ \vdots \\ y_{n_r} \end{bmatrix} = \begin{bmatrix} h_{11} & \cdots & h_{1n_t} \\ \vdots & \ddots & \vdots \\ h_{n_r1} & \cdots & h_{n_rn_t} \end{bmatrix} \begin{bmatrix} x_1 \\ \vdots \\ x_{n_t} \end{bmatrix} + \begin{bmatrix} v_1 \\ \vdots \\ v_{n_r} \end{bmatrix},$$

or, in vector notation,

$$y = Hx + v,$$

(19)

where $y, v \in \mathbb{C}^{n_r}$, $H \in \mathbb{C}^{n_r \times n_t}$, and $x \in \mathbb{C}^{n_t}$. The total power of the input is constrained to $\rho$,

$$\mathbb{E}\{x^H x\} \leq \rho \quad \text{or} \quad \text{tr} \mathbb{E}\{xx^H\} \leq \rho.$$

We shall deal exclusively with the linear model (19) and derive the capacity of MIMO channel models in this section. In this work, we are particularly interested in Rayleigh distributed channels. The following proposition defines this channel model [13].

Proposition 4 Let $z = re^{i\theta} (= h_{ij}) \sim \mathcal{CN}(0, \sigma^2)$, where $r = |z|$ and $\theta = \arg z$. Moreover, we have

$$\text{var}\{z\} = \mathbb{E}|z|^2 = \sigma^2 \quad \text{and} \quad f(z) = \frac{1}{\pi \sigma^2} \exp \left( -\frac{|z|^2}{\sigma^2} \right).$$

The density of the magnitude or envelope $r$ is called the Rayleigh density and is given by

$$h(r|\sigma^2) = \begin{cases} \frac{2r}{\sigma^2} \exp \left( -\frac{r^2}{\sigma^2} \right) & r \geq 0, \\ 0 & r < 0. \end{cases}$$

(20)

The distribution of the phase $\theta$ is uniform and its density is given by

$$k(\theta|\sigma^2) = \begin{cases} \frac{1}{2\pi} & 0 \leq \theta < 2\pi, \\ 0 & \text{otherwise}. \end{cases}$$

(21)
Figure 1: A MIMO communication system.

We assume that $H$ is a complex Gaussian random matrix whose realization is known to the receiver, or equivalently, the channel output consists of the pair $(y, H)$. The input power is distributed equally over all transmitting antennas. Moreover, if we assume a block-fading model and coding over many independent fading intervals, then the Shannon or ergodic capacity of the random MIMO channel is given in [18] by

$$C = E_H \left\{ \log \det \left( I_{n_t} + \frac{P}{n_t} H^H H \right) \right\},$$  

(22)

where the expectation is evaluated using a complex Gaussian density. By Proposition 4, if $H \sim \mathcal{C}N(0, I_{n_t} \otimes \Sigma)$ then the channel is Rayleigh distributed. This is typical of fixed or mobile communication environments.

In the calculation of capacity we assume $n_r \geq n_t$. In this case, the distribution of the channel matrix is given by $H \sim \mathcal{C}N(0, I_{n_r} \otimes \Sigma)$. Therefore, the distribution of an $n_t \times n_t$ complex Wishart matrix is given by $W = H^H H \sim \mathcal{C}W_{n_t}(n_r, \Sigma)$. Here the covariance matrix of the rows of $H$ is denoted by $\Sigma$, which is an $n_t \times n_t$ Hermitian matrix.

5 Computation of the capacity

In a correlated Rayleigh channel, the distribution of an $n_r \times n_t$ channel matrix $H$ is given by $H \sim \mathcal{C}N(0, I_{n_r} \otimes \Sigma)$, with $n_r \geq n_t$. Note that the off-diagonal elements of an $n_t \times n_t$ Hermitian matrix $\Sigma$ are nonzero for correlated channels. In other words, the channel coefficient from different transmitter antennas to a single receiver antenna is correlated. The following lemma is required in the sequel.

Lemma 1 If $X$ is an $n \times m$ ($n \geq m$) full rank matrix and the function $f(X)$ depends on $X$ through $X^H X$, then

$$\int_{X^H X = A} f(X^H X)(dX) = \frac{\pi^{nm}}{C_{m}(n)} (\det A)^{n-m} f(A).$$  

(23)

Proof. Since $X^H X = A$, we have

$$\int_{X^H X = A} f(X^H X)(dX) = f(A) \int_{X^H X = A} (dX).$$

Let $X = ET$ and $A = T^H T$, where $E^H E = I_m$ and $T$ is an upper triangular matrix with real and positive diagonal elements. Then, from [15, Theorems 4 and 2] we have the following Jacobians for the change of variables

$$(dX) = \prod_{k=1}^{m} t_{kk}^{2n-2k+1} (dT)(E^H dE)$$

and

$$(dA) = 2^m \prod_{k=1}^{m} t_{kk}^{2m-2k+1} (dT).$$
The channel capacity is given by the following theorem. We shall assume that the realization of $H$ is known to the receiver, or equivalently, the channel output consists of the pair $(y, H)$.

**Theorem 3** Consider the correlated Rayleigh channel, i.e., $H \sim CN(0, I_{n_r} \otimes \Sigma)$, with $n_r \geq n_t$. If the input power is constrained by $\rho$, then the capacity $C$ is given by

$$
\frac{1}{\text{CT}_{n_t}(n_r)(\det \Sigma)^{n_r}} \int_{W > 0} \log \det \left[ I_{n_t} + \frac{\rho}{n_t} W \right] (\det W)^{n_r - n_t} \text{etr} \left( -\Sigma^{-1} W \right) (dW),
$$

where $W = H^H H$.

**Proof.** From formula (22), the capacity $C$ is given by

$$
C = \int_H \log \det \left[ I_{n_t} + \frac{\rho}{n_t} H^H H \right] f(H)(dH),
$$

where

$$
f(H) = \pi^{-n_r n_t} \det(\Sigma)^{-n_r} \text{etr} \left( -\Sigma^{-1} H^H H \right).
$$

Using Lemma 1, we can write $C$ as

$$
C = \pi^{-n_r n_t} \det(\Sigma)^{-n_r} \int_H \log \det \left[ I_{n_t} + \frac{\rho}{n_t} H^H H \right] \text{etr} \left( -\Sigma^{-1} H^H H \right) (dH)
$$

$$
= \pi^{-n_r n_t} \det(\Sigma)^{-n_r} \times \int_{W > 0} \log \det \left[ I_{n_t} + \frac{\rho}{n_t} H^H H \right] \text{etr} \left( -\Sigma^{-1} H^H H \right) (dH)(dW)
$$

$$
= \frac{1}{\text{CT}_{n_t}(n_r)(\det \Sigma)^{n_r}} \times \int_{W > 0} \log \det \left[ I_{n_t} + \frac{\rho}{n_t} W \right] (\det W)^{n_r - n_t} \text{etr} \left( -\Sigma^{-1} W \right) (dW).
$$

This completes the proof. \qed

Theorem 3 can also be obtained by using (22) and the complex central Wishart density given in (6). Now, using the eigenvalue density of a complex central Wishart matrix, the correlated Rayleigh channel capacity can be expressed as follows.

**Theorem 4** Consider the correlated Rayleigh channel, i.e., $H \sim CN(0, I_{n_r} \otimes \Sigma)$, with $n_r \geq n_t$. If the input power is constrained by $\rho$, then using the joint eigenvalue density of the complex central Wishart matrix $W = H^H H$ we can write the capacity $C$ as

$$
K \int_{\Lambda > 0} \log \left\{ \prod_{k=1}^{n_t} \left[ 1 + \frac{\rho}{n_t} \lambda_k \right] \prod_{k=1}^{n_t} \lambda_k^{n_r - n_t} \prod_{k<l} (\lambda_k - \lambda_l) \right\} \sum_{k=1}^{n_t} (\lambda_k - 1) d\Lambda_k,
$$

where $\Lambda$ is the uniform distribution on $S_{n_t}$.
The following theorem gives the correlated Rayleigh channel capacity for an $n_r \times 2$ channel matrix.

Proof. From Theorem 3, the capacity $C$ is given by

$$C = E_W \left\{ \log \det \left( I_{n_t} + \frac{\rho}{n_t} W \right) \right\} = E_{\lambda} \left\{ \log \left( \prod_{k=1}^{n_t} \left[ 1 + \frac{\rho}{n_t} \lambda_k \right] \right) \right\}. \tag{24}$$

The result follows by using the following joint eigenvalue density (see Propositions 2),

$$f(\lambda_1, \ldots, \lambda_{n_r}) = \pi^{n_r(n_r-1)/2} \prod_{k=1}^{n_r} a_k^{n_r} \prod_{k<l}^{n_r} (a_k - a_l)$$

$$\times \int \left\{ \sum_i (-1)^{\text{per}(i_1, \ldots, i_{n_t})} \exp \left( \sum_{j=1}^{n_t} -a_{ij} \lambda_j \right) \right\}$$

$$\times \left\{ \prod_{k=1}^{n_r} \lambda_k^{n_r-n_t} \right\} \prod_{k=2}^{n_r} \lambda_k^{n_r-n_t+k} \right\} d\lambda_k,$$

where $\sum_i$ denotes summation over all permutations $(i_1, \ldots, i_{n_t})$ of $(1, \ldots, n_t)$, $\sum_k$ denotes summation over all permutations $(k_1, \ldots, k_{n_r})$ of $(0, \ldots, n_t - 1)$ and $\text{per}(i_1, \ldots, i_{n_t})$ is 0 or 1 depending on the permutation being even or odd. Similarly for $\text{per}(i_1, \ldots, i_{n_r})$. Note that $(a_1, \ldots, a_{n_r})$ are eigenvalues of $\Sigma^{-1}$.

Proof. From (24), $C$ can be written as

$$C = \sum_{k=1}^{n_r} E_{\lambda_k} \left\{ \log \left( 1 + \frac{\rho}{n_t} \lambda_k \right) \right\} = n_t E_{\lambda_1} \left\{ \log \left( 1 + \frac{\rho}{n_t} \lambda_1 \right) \right\}, \tag{27}$$

where the expectation is with respect to $\lambda_1$. Because we are using the single unordered eigenvalue density (12), the result follows. \hfill $\square$

### 5.1 Correlated Rayleigh $n_r \times 2$ channel matrix

In this subsection, a numerical evaluation of a correlated Rayleigh $n_r \times 2$ channel matrix is given. Thus, we assume that we have a two-input ($n_t = 2$), $n_r$-output communication system operating over a correlated Rayleigh fading environment (typical mobile wireless environment). As mentioned before, the joint eigenvalue density of a central Wishart matrix depends on the population covariance matrix $\Sigma$ only through its eigenvalues $v_1, \ldots, v_{n_r}$, i.e.,

$$\text{0F}_0 \left( -\Sigma^{-1}, \Lambda \right) = \text{0F}_0 \left( -\Upsilon^{-1}, \Lambda \right),$$

where $\Upsilon = \text{diag}(v_1, \ldots, v_{n_r})$. Let $n_t = 2$ and $\Upsilon^{-1} = \text{diag}(a_1, a_2)$. Then we have [10]

$$\text{0F}_0 (-\Upsilon^{-1}, \Lambda) = \frac{1}{(a_2 - a_1)(\lambda_1 - \lambda_2)} \times \exp \left\{ -\left( a_1 \lambda_1 + a_2 \lambda_2 \right) \right\} - \exp \left\{ -\left( a_1 \lambda_2 + a_2 \lambda_1 \right) \right\}. \tag{28}$$

The following theorem gives the correlated Rayleigh channel capacity for an $n_r \times 2$ matrix.
Theorem 6 Consider a two-input correlated Rayleigh channel, \( H \sim \mathcal{CN}(0, I_{n_r} \otimes \Sigma) \), with \( n_r \geq 2 \). If the input power is constrained by \( \rho \), then the capacity \( C \) is

\[
C = \frac{a_1^{n_r} a_2}{(a_2 - a_1) \Gamma(n_r)} \int_0^\infty \log \left[ 1 + \frac{\rho}{2} \lambda_1 \right] \lambda_1^{n_r-1} e^{-a_1 \lambda_1} \, d\lambda_1
- \frac{a_1 a_2^{n_r}}{(a_2 - a_1) \Gamma(n_r)} \int_0^\infty \log \left[ 1 + \frac{\rho}{2} \lambda_1 \right] \lambda_1^{n_r-1} e^{-a_2 \lambda_1} \, d\lambda_1
- \frac{a_1^{n_r}}{(a_2 - a_1) \Gamma(n_r - 1)} \int_0^\infty \log \left[ 1 + \frac{\rho}{2} \lambda_1 \right] \lambda_1^{n_r-2} e^{-a_1 \lambda_1} \, d\lambda_1
+ \frac{a_2^{n_r}}{(a_2 - a_1) \Gamma(n_r - 1)} \int_0^\infty \log \left[ 1 + \frac{\rho}{2} \lambda_1 \right] \lambda_1^{n_r-2} e^{-a_2 \lambda_1} \, d\lambda_1,
\]

where \( \lambda_1 \) is an unordered eigenvalue of \( W = H^H H \) and \((a_1, a_2)\) are eigenvalues of \( \Sigma^{-1} \).

\textbf{Proof.} By (28), the unordered eigenvalue density of \( W \) is given by

\[
f(\lambda_1, \lambda_2) = \frac{(a_1 a_2)^n_r}{2(a_2 - a_1) \Gamma(n_r) \Gamma(n_r - 1)} (\lambda_1 - \lambda_2)^{n_r-2} \left[ e^{-a_1 \lambda_1} - e^{-a_2 \lambda_2} - e^{-a_1 \lambda_1 - a_2 \lambda_2} \right].
\]

Now, integrating with respect to \( \lambda_2 \) and noting that

\[
\int_0^\infty x^{a-1} e^{-x/b} \, dx = \Gamma(a) b^a,
\]

we obtain the density of \( \lambda_1 \),

\[
f(\lambda_1) = \frac{1}{2(a_2 - a_1)} \left\{ a_1^{n_r} a_2^{n_r} \lambda_1^{n_r-1} e^{-a_1 \lambda_1} \frac{\Gamma(n_r)}{\Gamma(n_r)} - \frac{a_1^{n_r} a_2^{n_r} \lambda_1^{n_r-2} e^{-a_1 \lambda_1}}{\Gamma(n_r - 1)} + \frac{a_2^{n_r} \lambda_1^{n_r-2} e^{-a_2 \lambda_1}}{\Gamma(n_r - 1)} \right\}.
\]

It is easy to see that \( \int_0^\infty f(\lambda_1) \, d\lambda_1 = 1 \). Finally, evaluating (25) with \( f(\lambda_1) \) gives (29). \( \square \)

Table 1 shows the capacity in nats\(^3\) for an \( n_r \times 2 \) correlated Rayleigh fading channel matrix with correlation coefficient 0.9. Note that each column represents different levels of input power or signal-to-noise ratio (SNR) in dB.

Figure 2 shows the capacity in nats vs \( n_r \) for the correlation coefficient 0.9. Figure 3 shows the capacity vs SNR and Figure 4 shows the capacity vs the correlation coefficient. From these tables and figures we note the following: (i) the capacity is decreasing with increasing channel correlation, (ii) the capacity is increasing with increasing \( n_r \) and SNR.

Note that the covariance matrix is \( \Sigma = \begin{bmatrix} 1 & 0.9 \\ 0.9 & 1 \end{bmatrix} \) and its eigenvalues are 1.9 and 0.1. Hence \( \Upsilon = \text{diag}(1.9, 0.1) \), \( a_1 = 1/1.9 \), and \( a_2 = 1/0.1 \). Note also that the off-diagonal element of \( \Sigma \) gives the correlation between the channel coefficient from different transmitter antennas to a single receiver antenna, i.e.,

\[
\mathcal{E}\{h_{ij} h_{ik}^\ast\} = \begin{cases} 0.9 & i \neq k = 1, 2, j = k = 1, \ldots, n_r, \\ 0 & \text{otherwise}. \end{cases}
\]

This off-diagonal element is called a channel correlation coefficient or correlation coefficient.

**5.2 Uncorrelated Rayleigh \( n_r \times 2 \) channel matrix**

In this subsection, the numerical evaluation of an uncorrelated Rayleigh \( n_r \times 2 \) channel matrix is given. In other words, we assume we have a two-input \( (n_t = 2) \), \( n_r \)-output communication system operating over an uncorrelated Rayleigh fading environment, which is a typical fixed wireless environment. The following theorem gives an expression for the capacity \( C \).

\(^3\)In (29), if we use \( \log_e \) then the capacity is measured in nats. If we use \( \log_2 \) then the capacity is measured in bits. Thus, one nat is equal to \( \epsilon \) bits/sec/Hz \( (\epsilon = 2.718 \ldots) \).
Table 1: The capacity in nats for a two-input, \( n_r \)-output communication system operating over a correlated Rayleigh fading channel, where \( \rho \) is signal to noise ratio in dB and the correlation coefficient is equal to 0.9.

<table>
<thead>
<tr>
<th>( n_r )</th>
<th>0 dB</th>
<th>5 dB</th>
<th>10 dB</th>
<th>15 dB</th>
<th>20 dB</th>
<th>25 dB</th>
<th>30 dB</th>
<th>35 dB</th>
</tr>
</thead>
</table>

Theorem 7 Consider a two-input uncorrelated Rayleigh channel, i.e., \( \mathbf{H} \sim \mathcal{C} \mathcal{N}(0, I_{n_r} \otimes \sigma^2 I_2) \), with \( n_r \geq 2 \). If the input power is constrained by \( \rho \), then the capacity \( C \) is given by

\[
C = \frac{(\sigma^2)^{-n_{r}-1}}{\Gamma(n_{r})} \int_{0}^{\infty} \log \left[ 1 + \frac{\rho}{2} \lambda_1 \right] \lambda_1^{n_{r}} e^{-\lambda_1/\sigma^2} d\lambda_1

- \frac{2(\sigma^2)^{-n_{r}}}{\Gamma(n_{r} - 1)} \int_{0}^{\infty} \log \left[ 1 + \frac{\rho}{2} \lambda_1 \right] \lambda_1^{n_{r} - 1} e^{-\lambda_1/\sigma^2} d\lambda_1

+ \frac{(\sigma^2)^{-n_{r}+1} \Gamma(n_{r} + 1)}{\Gamma(n_{r}) \Gamma(n_{r} - 1)} \int_{0}^{\infty} \log \left[ 1 + \frac{\rho}{2} \lambda_1 \right] \lambda_1^{n_{r} - 2} e^{-\lambda_1/\sigma^2} d\lambda_1,
\]

where \( \lambda_1 \) is an unordered eigenvalue of \( \mathbf{W} = \mathbf{H}^H \mathbf{H} \).

Proof. By (15), the unordered eigenvalue density of \( \mathbf{W} \) is

\[
f(\lambda_1, \lambda_2) = \frac{(\sigma^2)^{-2n_{r}} (\lambda_1 \lambda_2)^{n_{r} - 2} (\lambda_1 - \lambda_2)^2}{2 \Gamma(n_{r}) \Gamma(n_{r} - 1)} e^{-(\lambda_1 + \lambda_2)/\sigma^2}.
\]

Integrating with respect to \( \lambda_2 \) and using (31), we obtain the density of \( \lambda_1 \),

\[
f(\lambda_1) = \frac{(\sigma^2)^{-n_{r}-1}}{2 \Gamma(n_{r})} \lambda_1^{n_{r}} e^{-\lambda_1/\sigma^2} - \frac{(\sigma^2)^{-n_{r}}}{\Gamma(n_{r} - 1)} \lambda_1^{n_{r} - 1} e^{-\lambda_1/\sigma^2}

+ \frac{(\sigma^2)^{-n_{r}+1} \Gamma(n_{r} + 1)}{2 \Gamma(n_{r}) \Gamma(n_{r} - 1)} \lambda_1^{n_{r} - 2} e^{-\lambda_1/\sigma^2}.
\]

It is easy to see that \( \int_{0}^{\infty} f(\lambda_1) d\lambda_1 = 1 \). Finally, evaluating (25) with \( f(\lambda_1) \) gives (32).

Table 2 shows the capacity in nats for an \( n_r \times 2 \) uncorrelated Rayleigh fading channel matrix with different levels of input power. Figure 5 shows the capacity in nats vs \( n_r \) for different signal to noise ratios. It is clearly seen from the table and figure that the capacity is increasing with increasing \( n_r \) and SNR.

6 Conclusion

In this paper, joint and single unordered eigenvalue distributions of complex central Wishart matrices are derived. These distributions are used to derive formulas for the capacity of correlated and uncorrelated MIMO Rayleigh channels. The capacity of \( n_r \times 2 \) MIMO Rayleigh channel matrices are computed for both correlated and uncorrelated channels. This study shows how the channel correlation degrades the capacity of the communication system.
Figure 2: Capacity vs number of outputs for SNR = 0, 5, 10, 15, 20, 25, 30, 35 dB. Note that $H$ is an $n_r \times 2$ correlated Rayleigh fading channel matrix with correlation coefficient equal to 0.9.
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Figure 3: Capacity vs SNR for correlation coefficient 0.2, $n_t = 2$, and $n_r = 2, 4, 6, 8, 10$, i.e., $H$ is an $n_r \times 2$ correlated Rayleigh fading channel matrix.

Figure 4: Capacity vs correlation coefficient for SNR = 20 dB, $n_t = 2$, and $n_r = 2, 4, 6, 8, 10$, i.e., $H$ is an $n_r \times 2$ correlated Rayleigh fading channel matrix.

Table 2: The capacity in nats for a two-input, $n_r$-output communication system operating over an uncorrelated Rayleigh fading channel, where $\rho$ is signal to noise ratio in dB.

<table>
<thead>
<tr>
<th>$n_r$</th>
<th>$\rho$ in dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>10 dB</td>
</tr>
</tbody>
</table>
Figure 5: Capacity vs number of outputs for $SNR = 0, 5, 10, 15, 20, 25, 30, 35$ dB. Note that $H$ is an $n_r \times 2$ uncorrelated Rayleigh fading channel matrix.