Age-Structured Modeling of Hematopoiesis

Joseph M. Mahaffy*

CRM-2609

May 1999

*Department of Mathematical Sciences, San Diego State University, San Diego, CA 92182. This work was supported in part by NSF grant DMS-9608290.
Abstract

Age-structured models for hematopoiesis allow the study of several dynamic hematological diseases and the effects of a phlebotomy in normal human subjects. The method of characteristics with several simplifying assumptions reduces the age-structured model to a system of delay differential equations, which is analyzed for Hopf bifurcations and is more easily simulated. The model can explain the appearance of oscillations in erythrocyte counts in rabbits with an induced auto-immune hemolytic anemia. The model can match cumulative data following a blood donation, but falls short of predicting a normal individual due to other feedback controls.
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Résumé

Les modèles d’hématopoïèse avec structure d’âge permettent d’étudier de nombreuses maladies dynamiques hématologiques, de même que l’effet d’une phlébotomie chez un sujet normal. La méthode des caractéristiques permet, sous des hypothèses simplificatrices, la réduction de ces modèles structurés à un système d’équations différentielles à retards, qu’il est plus aisé d’analyser, pour détecter des bifurcations de Hopf, et de simuler numériquement. Ce modèle peut expliquer la présence d’oscillations dans le niveau des érythrocytes chez le lapin atteint d’une anémie hémolytique auto-immune induite. Le modèle peut reproduire la moyenne des niveaux de cellules chez les donneurs, mais n’est pas suffisamment sensible aux nombreux autres mécanismes de rétroaction pour bien représenter les fluctuations chez un individu.
Introduction

Age-structured mathematical models provide an effective means of understanding various biological phenomena for large populations. Hematopoiesis is the process by which stem cells residing primarily in the bone marrow, spleen, and liver proliferate and differentiate into the major types of blood cells. Thus, hematopoiesis with its many stages of development lends itself naturally to age-structured modeling and has been studied by numerous researchers in this manner [3, 16, 29, 30, 44, 48, 49, 52].

Various other modeling techniques have been applied to hematopoietic systems, including compartmental models [61, 62, 63, 64, 77], stochastic models [37, 41, 54, 71, 72], and delay differential equations [2, 32, 33, 42, 43, 44, 46, 75]. This survey shows a connection between the age-structured models and delay differential equation models [3, 44, 48, 49]. The age-structured models relate more easily to the biological system, while the delay differential equations are easier to analyze mathematically.

Our interest in studying mathematical models for hematopoiesis centers on two areas. The first area of study examines dynamic hematological diseases [17, 26, 32, 44, 45, 59], where one or more of the circulating hematopoietic cell lines oscillate. Examples of these periodic hematological disorders include cyclical neutropenia [12, 13, 32, 35, 39, 62, 64, 79, 80], chronic myelogenous leukemia [9, 14, 22, 25, 36, 50, 51, 60, 65, 76], periodic auto-immune hemolytic anemia [28, 56, 58], polycythemia vera [53], and cyclical thrombocytopenia [5, 6, 8, 10, 15, 18, 27, 40, 66, 70, 74, 78]. It is likely that abnormalities in the regulatory control processes result in the observed oscillatory phenomena, but often the defective mechanisms are not known.

A second area of study looks at the normal production of red blood cells, erythropoiesis, to determine if a mathematical model might be used to optimize the collection of blood. The disease AIDS has caused great public alarm in the blood supplies. Though tremendous gains have been made in protecting the safety of the blood supplies, there are many times when the national blood supply is low. A mathematical model might suggest ways to improve the rate of collection from the current eight week time table between blood donations or increase the amount of blood collected from autologous donors, who donate for their own elective surgery.

This review article provides a brief summary of the physiological processes for erythropoiesis, then transforms this descriptive biological model into an age-structured model. Next several simplifying assumptions allow the reduction of the age-structured model to a system of delay differential equations, using the method of characteristics. A Hopf bifurcation analysis shows how this model can produce oscillatory behaviors. In Section 4, the system of delay differential equations has its parameters identified by comparison to experimental data in the literature for both a rabbit with an induced auto-immune hemolytic anemia and normal human males following a phlebotomy. Finally, a discussion follows to summarize the results of our modeling efforts to date.

1 The Physiology and an Age-Structured Model

Hematopoiesis begins from a population of undifferentiated stem cells, primarily in the bone marrow, spleen, and liver. Under the influence of many growth factors and hormones, some stem cells divide and become committed to a specific cell type, such as erythrocytes, granulocytes, lymphocytes, monocytes, or platelets. Once a stem cell differentiates into a particular cell type, then several lineage-specific hormones promote rapid cellular proliferation or decrease preprogrammed cell death (apoptosis) to control these cell quantities. The granulocytic pathway leads to different cell types in the immune system. If the stem cell becomes a megakaryocyte, then the cell increases in size undergoing only nuclear division until the cell reaches maturity and separates into thousands of
platelets, which are used for the clotting of blood. By volume the largest hematopoietic system produces the erythrocytes, whose primary function is the transport of $O_2$ to the tissues. The growth and differentiation of these cell lines use complicated hormonal controls, which under abnormal circumstances may result in one of the diseased states listed in the introduction.

For development of the mathematical model, the physiology for erythropoiesis is described in some detail. (See William’s Hematology [20] for more details.) Oxygen is vital for generating energy in the tissues of all mammals, and erythrocytes supply most tissues with this $O_2$, using the protein hemoglobin. There are $3.5 \times 10^{11}$ erythrocytes for each kilogram of body weight, so almost 7% of the body mass is red blood cells. The turnover rate is about $3 \times 10^9$ erythrocytes/kg of body weight each day, which must be carefully regulated by several $O_2$ sensitive receptors and a collection of growth factors and hormones.

Erythrocytes are not a self-sustaining group of cells, and in fact, they do not even possess a nucleus for DNA replication or transcription. Fig. 1.1 provides an overview of erythropoiesis. This process begins with the pluripotential stem cells, which can produce a variety of cell types. Under the influence of certain hormones, some of the stem cells differentiate into burst forming units, BFU-E, which may form a temporary self-sustaining pool or may proliferate and further differentiate into

Figure 1.1: An overview of erythropoiesis.
colony forming units, CFU-E. The CFU-E are a critical stage in the erythroid line that requires adequate supplies of the hormone erythropoietin or EPO. Many BFU-E enter the CFU-E stage of development, but only a fraction receive sufficient EPO to continue their rapid proliferation. The remaining CFU-E apparently self-destruct in the process known as apoptosis. For the next few generations the erythroblasts continue cellular division at approximately 8 hr intervals under the influence of EPO and other hormones, completing 11 or 12 cell cycles. During these divisions, the cell decreases in size and becomes more specialized by increasing hemoglobin concentrations and losing general cellular organelles.

After about 4 days the erythroblast has matured into a reticulocyte. For the next couple of days, the cell ceases mitotic divisions and concentrates on producing hemoglobin, while other cellular components degenerate. This phase of development appears to be largely independent of EPO concentrations. The reticulocytes continue to shrink in size and eventually squeeze out of the bone marrow into the blood stream and circulate throughout the body. Within the first couple of days, the circulating reticulocytes eject their nuclei and form mature erythrocytes, which are functionally a collection of hemoglobin molecules surrounded by a cellular membrane.

Mature erythrocytes are larger in diameter than the capillaries that feed the tissues of the body, so these cells must squeeze through to deliver their O$_2$ from the lungs. The process of deforming the membrane results in some damage, which cannot be repaired without the nuclear machinery in place. After about 120 days, most of the red blood cells have sufficient damage to their cell membranes that they lose pliability, so are marked by antibodies for destruction by the macrophages (a cell type produced by granulopoiesis). This active degradation results in about 90% of the erythrocytes being destroyed within 15 days either side of 120 days from when they entered the blood stream. Most of the other cells are destroyed earlier by physical movement, which breaks capillaries, impact, such as the crushing force on feet caused by running, or high velocity impact with the walls in major arteries like the aorta.

The circulating erythrocytes carrying O$_2$ are monitored by special sensory cells located primarily in the peritubular interstitial cells of the outer cortex of the kidneys. Based on the availability of O$_2$, these specialized renal cells release EPO in the blood via a negative feedback mechanism. Thus, O$_2$ inhibits the release of EPO, while EPO in the blood bathing the progenitors of the red blood cells in the bone marrow stimulates differentiation and proliferation. Clearly, this is an over-simplification of the process of erythropoiesis as significant factors such as dietary iron and other hormones have not been discussed, yet are known to play crucial roles.

Our mathematical model is developed from the ideas described above and follows the techniques of Bélair et al. [3] and Mahaffy et al. [48]. Additional material on the development and analysis of age-structured models can be found in Cushing [11], Gurney and Nisbet [31, 55], and Metz and Diekmann [52].

Mahaffy et al. [48] develop an age-structured model for erythropoiesis based on precursor cells, $p(t, \mu)$, with time $t$ and age $\mu$ and mature cells, $m(t, \nu)$, with time $t$ and age $\nu$, controlled by the hormone EPO, $E(t)$. If a variable velocity of aging dependent on $E$, $V(E)$, affects the precursor cell with mature cells simply aging with time $t$, then the partial differential equations describing $p$ and $m$ are given by:

$$\frac{\partial p}{\partial t} + V(E)\frac{\partial p}{\partial \mu} = V(E)[\beta(\mu, E) - \alpha(\mu, E) - H(\mu)]p, \quad t > 0, \quad 0 < \mu < \mu_F, \quad (1.1)$$

$$\frac{\partial m}{\partial t} + \frac{\partial m}{\partial \nu} = -\gamma(\nu)m, \quad t > 0, \quad 0 < \nu < \nu_F(t), \quad (1.2)$$
where $\beta(\mu, E)$ is the birth rate for proliferating precursor cells, $\alpha(\mu, E)$ represents the death rate from apoptosis, and $H(\mu)$ is the disappearance rate function for precursor cells that mature with

$$H(\mu) = \frac{h(\mu - \bar{\mu})}{\int_{\mu}^{\mu_F} h(s - \bar{\mu})ds}$$

and

$$\int_{0}^{\mu_F} h(\mu - \bar{\mu})d\mu = 1.$$  

The function $\gamma(\nu)$ represents the death rate of mature cells.

The boundary conditions for the model are given by:

$$V(E)p(t, 0) = S_0(E), \quad (1.3)$$

$$m(t, 0) = V(E) \int_{0}^{\mu_F} h(\mu - \bar{\mu})p(t, \mu)d\mu, \quad (1.4)$$

$$(1 - \dot{\nu}_F(t))m(t, \nu_F(t)) = Q, \quad (1.5)$$

where $S_0(E)$ represents the recruitment of stem cells into the precursor population, $\mu_F$ represents the maximum age for a precursor cell to reach maturity, and $Q$ is a fixed erythrocyte removal rate. This last boundary condition assumes preferrential removal of the oldest cells at a constant rate by the macrophages and was derived in Mahaffy et al. [48].

The renal sensors detect the partial pressure of $O_2$ in the blood, which we assume is directly proportional to the total population of erythrocytes, provided the blood volume remains relatively constant. The $O_2$ carrying ability of the blood is found by integrating over all the age classes of $m(t, \nu)$, giving the total population of erythrocytes:

$$M(t) = \int_{0}^{\nu_F(t)} m(t, \nu)d\nu. \quad (1.6)$$

The concentration of EPO, $E(t)$, is governed by the differential equation:

$$\frac{dE}{dt} = f(M) - kE, \quad (1.7)$$

where $f(M)$ represents the rate of production of EPO and the last term in (1.7) represents degradation of EPO. The negative feedback function $f(M)$ is a monotone decreasing function of $M$ and is assumed to have the form

$$f(M) = \frac{a}{1 + KM^r}, \quad (1.8)$$

which is a Hill function that often occurs in enzyme kinetic problems.

## 2 Mathematical Analysis of the Model

Mahaffy et al. [48] reduce the age-structured model given by Eqns. (1.1)–(1.7) to a system of threshold delay equations following the techniques of several authors [3, 23, 24, 52, 67]. The technique assumes that $E(t)$ is known, then the method of characteristics is used to find $p(t, \mu)$ and $m(t, \nu)$. Several simplifying assumptions are necessary to reduce the model to a system of delay differential equations. In this review paper we introduce the simplifying assumptions first, then by using the method of characteristics, a system of delay differential equations with a fixed delay in one equation and a state-dependent delay in another is derived. Below we demonstrate the method of characteristics and show how the age-structured model and delay differential equations are related.
The most important assumption needed in the reduction of the age-structured model to a system of delay differential equations is that the velocity of aging for the precursor cells is constant, so we assume $V(E) = 1$. There is experimental evidence that under stress conditions with high levels of EPO, the precursor cells can mature more rapidly [21, 34, 38, 57], so this is also the weakest assumption. The second assumption is that the precursor cells grow exponentially for a given period of time $\mu_1$, then stop dividing, so

$$
\beta(\mu, E) = \begin{cases} 
\beta, & \mu < \mu_1, \\
0, & \mu \geq \mu_1,
\end{cases} \quad (2.1)
$$

for some constant growth rate $\beta$. We ignore apoptosis, $\alpha(\mu, E)$, and assume that this occurs primarily in the earliest stages of precursor development, so can be easily absorbed into $S_0(E)$ in the boundary condition (1.3). We assume that $h(\mu - \bar{\mu})$ is a delta function, so that all the precursors mature at the same age, $\mu_F$. Finally, we assume the decay rate $\gamma(\nu)$ is constant and denoted by $\gamma$.

The simplified model now satisfies the partial differential equations:

$$
\begin{align*}
\frac{\partial p}{\partial t} + \frac{\partial p}{\partial \mu} &= \beta(\mu, E)p, \\
\frac{\partial m}{\partial t} + \frac{\partial m}{\partial \nu} &= -\gamma m.
\end{align*} \quad (2.2) \quad (2.3)
$$

The boundary conditions are

$$
\begin{align*}
p(t, 0) &= S_0(E), \\
p(t, \mu_F) &= m(t, 0), \\
(1 - \dot{\nu}_F(t))m(t, \nu_F(t)) &= Q.
\end{align*} \quad (2.4)
$$

The equation for EPO concentration is unchanged, so satisfies:

$$
\dot{E} = \frac{a}{1 + KM^r} - kE, \quad (2.5)
$$

where $M(t) = \int_0^{\nu_F(t)} m(t, \nu) d\nu$.

### 2.1 Method of Characteristics

Eqns. (2.2) and (2.3) are linear first order hyperbolic partial differential equations. The method of characteristics is used to transform the partial differential equations of the model into an easily solvable ordinary differential equation. Begin by parameterizing the independent variables $t$ and $\mu$ by one variable $s$. Then $p(t(s), \mu(s)) = P(s)$. From the chain rule, we have

$$
\frac{dP}{ds} = \frac{\partial p}{\partial t} \frac{dt}{ds} + \frac{\partial p}{\partial \mu} \frac{d\mu}{ds} = \beta(\mu(s))P(s), \quad (2.6)
$$

which is a linear ordinary differential equation. If

$$
\frac{dt}{ds} = 1 \quad \text{and} \quad \frac{d\mu}{ds} = 1, \quad (2.7)
$$

then (2.6) has the solution

$$
P(s) = p(t, \mu) = P(0) \exp \left[ \int_0^s \beta(\mu(r))dr \right]. \quad (2.8)
$$
Figure 2.1: Diagram showing the characteristics for the simplified age-structured model.

The solution of (2.7) creates the characteristic lines along which (2.8) is valid. Fig. 3.1 illustrates these simple characteristics. For \( t < \mu \), \( t(s) = s \) and \( \mu(s) = \mu_0 + s \). For \( t > \mu \), \( t(s) = t_0 + s \) and \( \mu(s) = s \). The general solution, (2.8), becomes

\[
p(t, \mu) = \begin{cases} 
  p(0, \mu - t) e^{\int_0^t \beta(s) ds}, & t < \mu, \\
  p(t - \mu, 0) e^{\int_0^\mu \beta(s) ds}, & t > \mu.
\end{cases}
\]

By examining only long time behavior with \( t > \mu \) and evaluating \( \mu \) at \( \mu_F \), our assumption on \( \beta(\mu, E) \) gives

\[
p(t, \mu_F) = p(t - \mu_F, 0) e^{\beta \mu_1} = e^{\beta \mu_1} S_0(E(t - \mu_F)).
\]

From the form of (2.3), it is easy to see that a very similar set of solutions for \( m(t, \nu) \) are obtained using the method of characteristics. Thus,

\[
m(t, \nu) = m(t - \nu, 0) e^{-\gamma \nu}, \quad \text{for} \quad t > \nu.
\]

From the expression for \( M(t) \) and the second boundary condition in (2.4), we obtain

\[
M(t) = \int_0^{\nu_F(t)} m(t - \nu, 0) e^{-\gamma \nu} d\nu,
\]

\[
= \int_0^{\nu_F(t)} p(t - \mu_F - \nu, 0) e^{-\gamma \nu} d\nu,
\]

\[
= \int_0^{\nu_F(t)} e^{\beta \mu_1} S_0(E(t - \mu_F - \nu)) e^{-\gamma \nu} d\nu,
\]

\[
= e^{-\gamma(t - \mu_F)} e^{\beta \mu_1} \int_{t - \mu_F - \nu_F(t)}^{t - \mu_F} S_0(E(w)) e^{\gamma w} dw.
\]
where the last integral is obtained by letting \( w = t - \mu_F - \nu \) in the previous expression. To obtain a differential equation for \( M(t) \), Leibnitz’s rule for differentiating an integral gives:

\[
M(t) = -\gamma e^{-\gamma(t-\mu_F)}e^{\beta t} \int_{t-\mu_F-\nu_F(t)}^{t-\mu_F} S_0(w)e^{\gamma w}d\nu_F\]

\[
+e^{-\gamma(t-\mu_F)}e^{\beta t} \left[ S_0(E(t - \mu_F)) e^{\gamma(t-\mu_F)} - S_0(E(t - \mu_F - \nu_F(t))) e^{\gamma(t-\mu_F-\nu_F(t))} (1 - \dot{\nu}_F(t)) \right]
\]

\[
= -\gamma M(t) + e^{\beta t} S_0(E(t - \mu_F)) - Q,
\]

from \( m(t, \nu_F(t)) = e^{\beta t} S_0(E(t - \mu_F - \nu_F(t))) e^{-\gamma \nu_F(t)} \) and the constant flux boundary condition (2.4). It is easy to interpret this last expression for \( \dot{M}(t) \) from a conservation of mass idea. The second term is the production of new mature cells, which result from the exponential growth of the stem cells that were recruited \( \mu_F \) units of time earlier. The loss of mature cells come from two sources. The first term represents the random destruction of mature cells throughout their lifetime, while the last term represents the constant flux due to active degradation of the oldest mature cells.

### 2.2 Delay Differential Equations and Linear Analysis

With the simplifying assumptions above, the method of characteristics eliminates the need of the age-structured populations, \( p \) and \( m \), and replaces them with a differential delay equation for the total mature population, \( M(t) \). Thus, the system of partial differential equations are replaced with an equivalent system of delay differential equations with the state variables, \( M(t) \), \( E(t) \), and \( \nu_F(t) \). The last variable results from the need to keep track of the length of time that mature cells may live. The differential equation describing its behavior is easily derived from the expression for \( \dot{M}(t) \) and the constant flux boundary condition in (2.4). Let \( T = \mu_F \), then the following system of delay differential equations with a fixed delay \( T \) and a state dependent delay occurring in the equation for \( \nu_F \) is obtained:

\[
\frac{dM(t)}{dt} = e^{\beta t} S_0(E(t - T)) - \gamma M(t) - Q,
\]

\[
\frac{dE(t)}{dt} = f(M(t)) - kE(t),
\]

\[
\frac{d\nu_F(t)}{dt} = 1 - \frac{Q e^{\gamma \nu_F(t)}}{e^{\beta t} S_0(E(t - T - \nu_F(t))}.
\]

Though initially it appears as if we have replaced a complicated system of partial differential equations with a difficult state-dependent delay differential equation, it is easily seen that the \( \dot{\nu}_F(t) \) equation is uncoupled from the other two equations and that the equation for \( \dot{M}(t) \) has only the single time delay \( T \). This makes the stability analysis of this system relatively easy.

The stability analysis of (2.9) uses standard techniques. A unique equilibrium, \( (\bar{M}, \bar{E}, \bar{\nu}_F) \), exists since \( S_0(E) \) is monotonically increasing and \( f(M) \) is a negative feedback function. The simplified model given by (2.9) is linearized about its equilibrium, and the resulting linear system is given by:

\[
\dot{M}_L(t) = e^{\beta t} S_0'(\bar{E}) E_L(t - T) - \gamma M_L(t),
\]

\[
\dot{E}_L(t) = f'(\bar{M}) M_L(t) - k E_L(t),
\]

\[
\dot{\nu}_{LF}(t) = \frac{1}{E} E_L(t - T - \bar{\nu}_F) - \gamma \nu_{LF}(t),
\]

(2.10)
where \( M_L(t) = M(t) - \bar{M}, \ E_L(t) = E(t) - \bar{E}, \) and \( \nu_{LF}(t) = \nu_F(t) - \bar{\nu}_F \) are perturbations from the equilibrium. Stability of this system is found using standard techniques from delay differential equations, which means seeking solutions \( x(t) = \xi e^{\lambda t} \) with \( x = [M_L, E_L, \nu_{LF}]^T \), like in ordinary differential equations. The resulting characteristic equation for the eigenvalues corresponding to (2.10) is given by

\[
(\lambda + \gamma)(\lambda + k + A e^{-\lambda T}) = 0,
\]

(2.11)

where \( A \equiv -e^{\beta \mu} s_0'(\bar{E}) f'(\bar{M}) > 0 \). Clearly, one root is \( \lambda = -\gamma \), which is the root of (2.11) associated with the behavior from \( \nu_F(t) \) and is part of the stable manifold.

### 2.3 Hopf Bifurcation

Our interest in the loss of stability of the delay differential equation model centers on experiments by Orr et al. [56], where they observed oscillations in red blood cell counts for a group of rabbits that were given iso-antibodies to their erythrocytes. From a modeling perspective, this experiment is effectively increasing the random destruction rate \( \gamma \). The local stability of the delay differential equation model (2.9) about its equilibrium depends on the eigenvalues satisfying (2.11). Since \( \lambda = 0 \) is not a root of (2.11) for any of the parameters in the biological range, the way that the equilibrium for the model (2.9) can lose stability as its parameters vary is via a Hopf bifurcation.

For a Hopf bifurcation, there must exist parameter values where (2.11) has purely imaginary roots, \( \lambda = i\omega \). Thus, the second factor on the left hand side must be zero or equivalently:

\[
(\lambda + \gamma)(\lambda + k) = -A e^{-\lambda T},
\]

(2.12)

for \( \lambda = i\omega \). A geometrical argument from complex variables examines (2.12) by aligning the magnitudes and arguments of the left and right hand sides as shown in Fig. 3.2. Parametrized by \( \omega \), the left hand side of (2.12) traces a parabola with its magnitude monotonically increasing. The right hand side produces a circles of radius \( A \). A Hopf bifurcation occurs where the curves intersect.

Suppose the destruction rate \( \gamma \) is fixed and that \( A \) is allowed to vary. Algebraically, the Hopf bifurcation is found by finding \( \omega_c \) where the complex arguments agree, so

\[
\Theta(\omega_c) = \arctan \left( \frac{\omega_c (\gamma + k)}{\gamma k - \omega_c^2} \right) = \pi - \omega_c T, \quad 0 < \omega_c < \pi/T.
\]

(2.13)

Then adjusting \( A \) such that the magnitudes agree at the value of \( \omega \) found in (2.13), so

\[
A = \sqrt{(\gamma k - \omega_c^2)^2 + \omega_c^2 (\gamma + k)^2}.
\]

Bélaire [1] showed that for (2.9), this is a supercritical Hopf bifurcation, giving rise to stable periodic solutions.

### 3 Comparison with Experimental Data

This section examines how well our mathematical model simulates actual experimental data. We chose to consider two experimental situations to test the properties of the mathematical model. The first case is an experiment on rabbits by Orr et al. [56] with an induced auto-immune hemolytic anemia. Our second modeling effort is directed at the behavior of the erythropoietic system following a blood donation in a normal human male.
3.1 Auto-Immune Hemolytic Anemia

Orr et al. [56] injected a collection of rabbits with an iso-antibody for their erythrocytes every 2–3 days, which produced an induced auto-immune hemolytic anemia. The populations of erythrocytes in these anemic rabbits oscillated about a subnormal mean population of erythrocytes. Their article ([56], Fig. 3) showed one rabbit with regular oscillations of its erythrocytes around 75% of normal with an amplitude of about 10–15% and a period around 17 days. From a modeling perspective, these experiments are equivalent to increasing the random destruction rate $\gamma$ in the mathematical model given by (2.9).

In order to simulate the mathematical model and determine where the system undergoes a Hopf bifurcation and loses stability, several of the parameters must be determined. From the observations of Orr et al. [56], we chose $\bar{M} = 2.63(\times 10^{11})$ erythrocytes/kg of body weight, which is 75% of normal. Bélair et al. [3] used a least squares fit to the data of Erslev [19] to obtain $E = 71.1$ (mU/ml). Burwell et al. [7] give the lifespan of erythrocytes of rabbits to be 45–50 days, so we took $\nu_F = 50$ days. Orr et al. [56] estimated the half-life of circulating EPO to be 2.5 hr, based on rats, so we took $k = 6.65$ day$^{-1}$ for rabbits. The nonlinear fit of Bélair et al. [3] found the parameters in (2.5) to be $a = 15,600$ (mU/ml/day), $K = 0.0382$, and $r = 6.96$. We assumed $\beta = 2.773$ day$^{-1}$ (cell doubling every 6 hr) and $\mu_1 = 3$ days.

Mahaffy et al. [48] used these parameters in (2.9) and adjusted $T$ and $\gamma$ to yield simulated $M(t)$ close to the one of the experimental rabbits of Orr et al. [56]. A reasonable fit was found with $T = 4.1$ days and $\gamma = 0.065$ days$^{-1}$. These parameters and an equilibrium analysis yield $S_0(E) = 0.0025$ and $Q = 0.0069$. The simulation of (2.9) has a period of 15.9 days with erythrocyte oscillations between 0.67 and 0.91 (fraction of normal) and EPO concentration fluctuating between 20.2 and 154.5 mU/ml. Fig. 4.1 graphically shows our simulation (solid line) with the data (dash-dot line), which is comparable if one ignores the first 40–50 days in what might be transient effects.
Figure 3.1: The age-structured model is given by the solid curve, while the data from Orr et al. is shown with the dash-dot curve.

The graph suggests that our model can estimate the rate of destruction, $\gamma$, for erythrocytes in this experiment. Indirectly, it provides an estimate of the maturation time, $T$.

### 3.2 Blood Donation of a Normal Subject

A standard blood donation in the U. S. is 450 g, which represents about 8% of the total blood volume for the average man. About 43% of this blood by volume is erythrocytes with the remainder being mostly plasma. The age-structured model is based on the number of erythrocytes; however, the $O_2$ sensors in the kidneys probably determine the partial pressure of $O_2$ in the blood based on the concentration of hemoglobin. (Undoubtedly, it’s even more complex than this.) The concentration of hemoglobin depends on both the volume of erythrocytes and the volume of plasma.

Blood banks often use optical sensors to find the concentration of hemoglobin and determine whether the subject is eligible to donate blood. Let $Hb(t)$ be the concentration of hemoglobin (g/100 ml of blood). If $M(t)$ is the volume of erythrocytes and $q(t)$ is the plasma volume, then

$$Hb(t) \simeq \frac{100}{3} \frac{M(t)}{M(t) + q(t)}.$$  

(3.1)

The factor $\frac{100}{3}$ relates a 45% hematocrit (normal), given by $M(t)/(M(t) + q(t)) = 0.45$, to a hemoglobin reading of 15.0 g/100 ml. Note that if erythrocytes are assumed to have a unit volume, then this $M(t)$ is equivalent to the $M(t)$ given in (2.5).

Following a blood donation, blood plasma is regenerated more rapidly than the erythrocytes. (In fact, there is a constant exchange between plasma volume in the tissues and plasma in the blood stream.) Mahaffy et al. [49] examined the data of Wadsworth [73] and chose a plasma function

$$q(t) = \alpha_1 \left( 1 + (\alpha_2 t - 0.08)e^{-\alpha_3 t} \right),$$  

(3.2)
where 0.08 reflects the plasma lost at \( t = 0 \) (time of the phlebotomy). The parameter \( \alpha_1 \) is calculated from the equilibrium values \( \overline{M} \) and \( \overline{Hb} \) in (3.1). The parameters \( \alpha_2 \) and \( \alpha_3 \) are found using a least squares best fit to the data of Maeda et al. [47] and Wadsworth [73].

To study the effects of a phlebotomy, including the loss of blood plasma, Mahaffy et al. [49] modified the erythropoietic model given by (2.9). The new system of delay differential equations becomes:

\[
\begin{align*}
\frac{dM(t)}{dt} &= e^{\beta \mu_1} S_0(E(t - T)) - \gamma M(t) - Q, \\
\frac{dE(t)}{dt} &= f(Hb(t)) - kE(t), \\
\frac{d\nu_F(t)}{dt} &= 1 - \frac{Q e^{-\beta \mu_1 e^{\gamma \nu_F(t)}}}{S_0(E(t - T - \nu_F(t)))},
\end{align*}
\]

where \( f \) has the same form as (1.8) and \( Hb(t) \) is found from Eqns. (3.1) and (3.2). This system of delay differential equations is readily simulated using an adaptation of the fourth order Runge-Kutta for ordinary differential equations, which simplifies our problem of fitting parameters in the model to the experimental data.

Wadsworth [73] and Maeda et al. [47] collected data on hemoglobin concentrations for normal human males following a phlebotomy for an extended period of time. Maeda et al. [47] also collected data on the EPO concentrations of their subjects. Many of the parameters are determined from the literature, and the remainder were found by using a least squares best fit to the data of Wadsworth [73] and Maeda et al. [47]. Details on finding the parameters can be found in Mahaffy et al. [49]. For our simulation, we assumed that \( \overline{Hb} = 15.29 \) (g/100 ml), \( E = 16.95 \) (mU/ml), and \( \nu_F = 120 \) (days). Since \( \overline{M} = 3.5 \), \( \alpha_1 = 4.13 \). From the information in the literature, we chose \( \beta = 2.079 \) (days\(^{-1}\)), \( \mu_1 = 4.0 \) (days), \( T = 6 \) (days) and \( \gamma = 0.001 \) (days\(^{-1}\)). With the assumption that \( S_0(E) \) is linear, a steady-state analysis of (3.3) yields \( S_0(E) = 4.45 \times 10^{-7}E \) and \( Q = 0.0275 \). With \( r = 7 \), the least squares best fit yields \( \alpha_2 = 0.05421 \), \( \alpha_3 = 0.1214 \), \( a = 198.1 \), and \( K = 9.262 \times 10^{-9} \). We constrained the half-life of EPO to be between 4 and 24 hr, and the least squares functional was minimized at \( k = 4.16 \) (days\(^{-1}\)), corresponding to the shortest EPO half-life allowed.

With the parameters given above, the mathematical model (3.3) is simulated for 60 days. The results are shown in Fig. 4.2 with the experimental data. The simulation fits the experimental data reasonably well with a minimum occurring in a little over a week and 90% recovery in about 30 days. Wadsworth [73] (often quoted by blood banks) states “that recovery of haemoglobin concentration was completed within 3–4 weeks of the haemorrhage,” which the model supports.

Since the mathematical model for a phlebotomy simulates the data of Wadsworth [73] and Maeda et al. [47] fairly well, we might expect that the model could test alternative blood collection schemes and help enhance blood supplies of autologous donors. However, the data shown was a composite of only 15 individuals. In Mahaffy et al. [49], two of the authors enlisted the help of the San Diego Blood Bank to study their own response to a blood donation with data collected very often for 8 weeks. These data are shown in Fig. 4.3 overlaying the simulation of the mathematical model. These data clearly do not have the same behavior as the averaged data of Fig. 4.2 or the mathematical model. Only the initial trend of an immediate drop in the concentration of hemoglobin is consistent with the model, and this is very short-lived with normal concentrations being observed 4–5 days after the phlebotomy. Soon the data follows an almost random pattern with a mean of 14.66 and 15.10 (g/100 ml) for Mahaffy and Polk, respectively. (The standard deviation was 0.86 and 0.91 for Mahaffy and Polk, respectively.) The subjects of this study were not in a controlled experiment, so their diet and exercise regimes varied significantly (though measurements were taken at the same time each day). Careful analysis of the data indicated that following heavy exercise (or SCUBA
diving in one case), the body adapts by lowering the concentration of hemoglobin. This suggests a significant rapid response mechanism available to the body for increasing O$_2$ availability by diluting the blood, thus lowering its viscosity.

### 3.3 Variable Velocity of Aging

The weakest assumption is where the precursor cells age at a constant rate, which was used to reduce the age-structured model to a system of delay differential equations. Williams ([20], p. 436) claims that under extreme stress, the maturing stage of erythropoiesis is shortened. Studies using radioiron [21, 34, 38, 57] show that anemic conditions can decrease transit time (time of maturation) in the bone marrow for precursor cells by over a day and, furthermore, the stress of blood loss results in early release of “shift reticulocytes.” Mahaffy et al. [49] use numerical methods based on the method of characteristics from Sulsky [68, 69] to simulate the age-structured model. The numerical simulations indicated that a variable velocity of aging could have profound stabilizing effect, especially in a diseased state. Bélair and Mahaffy [4] have proved this analytically by a linear analysis of reduced threshold-type delay equations, resulting from the application of the method of characteristics to the age-structured model that includes $V(E)$. Biologically, this result implies that plasticity in the aging of hematopoietic precursor cells aids in stabilizing the populations of mature erythrocytes, which should help maintain constant supplies of O$_2$ to the tissues.

### 4 Discussion

This review article demonstrates how age-structured models can be applied to a variety of problems in hematopoiesis. The mathematical models provide a valuable tool for examining hematopoietic diseases. Our study of the experiment by Orr et al. [56] for an induced auto-immune hemolytic
anemia in rabbits demonstrated that the qualitative behavior can be simulated reasonably well by adjusting a parameter in the model corresponding to the increased random destruction of erythrocytes by the injected iso-antibody. Additional studies of the physiological parameters in the mathematical model could provide insight into the causes of other hematopoietic diseases or could suggest appropriate therapies for improving the condition of the animal.

Our study of the age-structured model for erythropoiesis following a phlebotomy in normal males gave mixed results. We were able to match averaged data for a collection of subjects, but the model was not a good means of predicting the hemoglobin concentrations in an individual. The study of Mahaffy et al. [49] indicates a need to better understand the exchange of plasma and the role of viscosity in blood to the varying needs of O₂ in the tissues. This modeling effort shows the complexity of the physiological controls that have evolved for this crucial O₂ delivery system. Our simplified mathematical model fails to adequately explain the adaptations required by the circulatory system to the external environment.

The studies of Mahaffy et al. [49] and Bélair and Mahaffy [4] on the variable velocity of aging for the precursor cells showed an increase in stability of the mathematical model. This suggests that animals have developed a plasticity in their hematopoietic systems in the early stages of development in order to maintain a homeostasis. The analysis of the complete age-structured model demonstrates the importance of certain evolutionary adaptations that the simpler delay differential equations models cannot detect.

Mathematically, Bélair et al. [3] and Mahaffy et al. [48] determined the assumptions necessary to connect the more complicated age-structured models, e.g., Grabosch and Heijmans [29] and Metz and Diekmann [52], to the simpler delay differential equation models, e.g., Bélair and Mackey [2]. The simpler delay differential equations allow a more complete analysis and are computationally easier for testing parameters. Yet they are adequate for understanding many aspects of the biological controls, especially in certain diseased states.
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