
ATELIER SUR L’INFORMATION QUANTIQUE ET LA PHYSIQUE STATISTIQUE

18–21 OCTOBRE 2011

WORKSHOP ON QUANTUM INFORMATION IN QUANTUM MANY-BODY PHYSICS

OCTOBER 18–21, 2011

Mutual information in the Lipkin-Meshkov-Glick model

Johannes Wilms ∗

johannes.wilms@univie.ac.at

Julien Vidal Frank Verstraete ∗

frank.verstraete@univie.ac.at
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Mutual information is a (quantum-)information-theoretic tool that can be used to quantify the
correlations between two parts of a system. Phase transitions of a system are typically characteri-
zed by a change of the correlations in the system. We therefore try to use mutual information as a
tool to better understand the nature of phase transitions, and in particular apply it to a collective
spin model.
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