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In this paper, we address the problemof estimating the causal effects in observational stud-
ies when the number of potential confounders is possibly much greater than the sample
size. In particular, we develop a robust method to estimate the propensity score via co-
variate balancing in high-dimensional settings. Since it is usually impossible to obtain the
exact covariate balance in high dimension, we propose to estimate the propensity score by
balancing a carefully selected subset of covariates that are predictive of the outcome un-
der the assumption that the outcomemodel is linear and sparse. The estimated propensity
score is, then, used for the Horvitz-Thompson estimator to infer the treatment effects. We
prove that the proposedmethodology has the desired properties such as sample bounded-
ness, root-n consistency, asymptotic normality, and semiparametric efficiency. We then
extend these results to the case where the outcome model is a sparse generalized linear
model. In addition, we show that the proposed estimator remains root-n consistent and
asymptotically normal even when the model is misspecified. Finally, we show that our
proposal is able to estimate the treatment effect more accurately than the existing propos-
als and apply it to estimate the causal effects of college attendance on adulthood political
participation. Open-source software is available for implementing the proposed method-
ology.
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